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ABSTRACT |

Abstract

High memory bandwidth is required due to the emergence of new applications requiring high-
performance computing systems such as machine learning and A/I. In order to satisfy the high
bandwidth required for DRAM, the application of multi-level signaling is being discussed, but
numerous changes in infrastructure are required to apply this technology. In particular, in the
case of products for the purpose of mass production, such as DRAM, large-scale facilities are
configured to evaluate them in large quantities. Since DRAM manufactors already have large-
scale facilities for NRZ (Non-Return-to-Zero) signal evaluation, multi-level signaling support
causes large-scale test facility changes that incur time and cost. To solve this problem, a bridge
chip that connects the DRAM tester and DRAM has been proposed, which receives
input/output data in parallel from low-performance test equipment, converts them into high
speed PAM4 signals, and outputs/inputs them to DRAM.

In this paper, we propose a transmitter on a bridge chip. The transmitter of the bridge chip
composed of voltage mode CMOS driver receives the "8 pins, 6Gb/s" NRZ signal output from
the test equipment in parallel and transmits the received data to the DRAM as "1pin, 48Gb/s"
PAMA4 signal. The transmitter was implemented using a serializer, a 4:1 MUX, and a predriver
using an overdrive scheme. The clock driving method uses the 4-phase clock generated by the
internal ADPLL. In particular, the transmitter proposed in this paper can adjust the output level
of the PAM4 signal to evaluate the DRAM receiver, and proposes calibration that optimizes
the RLM using the function of adjusting this output level. Each output level is controlled by
changing the gate voltage level of the final driver of the bridge chip transmitter.

The bridge transmitter made of 40nm CMOS occupies an area of 0.32mm2, consumes

85.25mW power, operates at a speed of 48Gb/s, and achieves an RLM of 0.99.
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Chapter 1. Introduction 1

Chapter 1

Introduction

1.1 Motivation

Recently, with the development of technologies such as Al and cloud service, the demand for
memory bandwidth is continuously increasing. The “memory wall” problem[1] was originally
mentioned at 1990s. The memory wall pointed out that the rate of improvement in
microprossor performance for exceeds the rate of improvement in DRAM memory speed. And
with the recent development of multi-core CPU architecture, the core counts tends to increase
at an unprecedented rate, and this is dramatically increasing the bandwidth requirements of the
memory subsystem as shown in Fig. 1.1 [2]

To increase the memory bandwidth, the pam4 signaling, which is widely used in other

applications, applying to DRAM interface has been discussed recently. The Pulse Amplitude

i
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Chapter 1. Introduction 2

Moudulation (PAM4) signal could transfer twice as much information at the same nyquist
frequency as the non return to zero (NRZ) signal.

In order to apply the PAM4 interface to DRAM, test equipment that can evaluae the DRAM
which support PAM4 interface is required. DRAM has only used NRZ interface so far, it is
necessary to pay the cost to change the test equipment used in the past. And this makes the
transition to PAM4 interface slow. In this paper, we will propose the PAMA4 binary bridge chip
that converts the NRZ signal of the DRAM tester to the PAM4 signal of the DRAM, and in

particular, and especially the transmitter.

Theoretical DRAM Bandwidth vs Core Count trend
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Chapter 1. Introduction 3

1.2 Thesis Organization

This thesis is organized as following. Chapter 2 describes the basis of DRAM interface and
the background on transmitter. Then, it presents the four-level amplitude modulation (PAM-
4) and explains the requirement of PAM4 transmitter in the bridge chip.

In chapter 3, the transmitter for the PAM4-binary Bridge is implemented. What should be
considered when designing and circuit implemented are explained. It presents an overall
architecture of transmitter. In particular, it presents the design and operation of a clock tree,
data alignment, 4:1mux, calibration circuit and driver.

Chapter 4 describes the performance measurement results of transmitter manufactured with 40
nm CMOS technology. The NRZ signal at 6 Gb/s speed input from the NRZ tester is converted
to a PAMA4 signal at 48 Gb/s speed through a bridge transmitter. In addition, it describes the
performance of the chip such as power consumption, area and measured eye. It also describes
the calibration result of this driver.

Chapter 5 summarizes the proposed work and concludes this thesis.

i
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Chapter 2

Backgrounds

2.1 Overview

As the system using DRAM is advanced, the DRAM is required to achieve higher bandwidth.

To achieve high bandwidth, DRAM technology is being developed in two ways. The first

method is to increase the number of pins that input and output data like HBM, and the second

method is to increase the transmission speed per pin like DDR and GDDR. Table 1.1 shows

the bandwidth, pin speed and pin count of various types of DRAM.

Table 1.1 DRAM bandwidth according to the type of DRAM

Type HBM2 GDDR5X | GDDR6 | GDDR6X DDR4 DDR5

# of Pin 1024 16/32 16/32 16/32 4/8/16 4/8/16
Data rate 1.7 114 14 21 3.2 6.4
Bandwidth 217.6 45.6 56 84 6.4 12.8

A method of improving bandwidth by increasing the number of 10 pins, such as HBM, can

achieve high bandwidth. This structure is implemented as shown in Figure 2.1 by using the

i
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Chapter 2. Backgrounds 5

TSV process and silicon interposer. DRAM core die stacked with TSV transmits data to base
(bottom) die, and base die transmits data to memory controller through silicon interposer
connected via u-bump. Because silicon interposer is used, more 1/0O can be implemented than

the existing wire method.

Optional HB i) TSV

(o < I )

Optional multiple

Silicon interposer al my
logic dies

PR
........................

Standard
Package Trace

Package Package Substrate
FET— 0000 MBS 00O EE 000000000 WS OO

Circuit Board

Short Wires

Fig. 2.1 2.5D/3D system architecture with HBM memory.

Since HBM uses silicon interposer and TSV, a relatively high price is required to manufacture
it, and if even one failure occurs, a large replacement cost is incurred. Therefore, a method of
expanding bandwidth by increasing the pin speed using the existing PCB wire is also
continuously being researched. As the generation of DDR or GDDR increases, the pin speed
improves to achieve higher bandwidth. However, as shown in Figure 2.2, as the data rate per
pin increases, the loss increases and the data rate cannot be increased.[3] In order to solve this
problem, multi-level signaling is required instead of NRZ signaling in DRAM. Multi level
signaling is widely studied as a method to improve bandwidth at the same Nyquist frequency.

In particular, research on PAM4 signaling is being conducted in DRAM as well. [4]
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When a new scheme is applied to DRAM, preparations for DRAM test must be made in
advance. For example, HBM changed metal PAD and PCB wire used by conventional DRAM
to u-bump and silicon interposer, respectively. This change also caused a big change in testing
DRAM. Therefore, DRAM companies have proposed various methods to test the new
architecture [5]. Just like when HBM was first proposed, PAM4 signaling also causes major
changes to the DRAM interface. The equipment that tests DRAM is manufactured based on
NRZ signaling, so PAM4 signaling cannot be tested. Also, even if upgrading to equipment that
supports PAM4 signals, a lot of time and cost are required to change NRZ equipment to PAM4
equipment. Therefore, a bridge chip capable of testing PAM4 DRAM with existing NRZ
equipment was proposed [6][7]. [6] converts NRZ data of 8Gbps 4 lanes sent from the tester
into 32Gbps PAM4 signal of 1 lane and transmits it to DRAM. Also, it receives the 32Gbps
PAMA4 signal sent from DRAM and converts it into 4 lane 8Gbps NRZ data and transmits it to
the tester. If this bridge chip is used, PAM4 interface DRAM can be tested using existing NRZ

equipment.
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— — Agressorn+1 |
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Fig. 2.2 Long channel frequency response for a modern server configuration.
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2.2 Basic of DRAM interface

Modern DRAM interface applies asymmetric termination to reduce Cio, thereby improving
bandwidth and reducing operating power. Fig.2.3(a) is the SSTL method used before DDR3,
and termination was performed using the center tap method. When terminating with the STTL,
N/PMOS is turned on and terminated with 0.5VDDQ. The SSTL method has the disadvantage
of large Cio and DC current flowing during termination.[8] In order to improve the two
problems of SSTL, the POD structure was selected in DDR4 and GDDR6. POD depicts in
figure Fig.2.3(b). The POD structure removes the driver's PMOS transistor, so Cio is reduced
and current for termination does not flow. The termination method also changed for Mobile
DRAM. LPDDR3 used HSUL, which had advantages in power consumption and larger swing
at low speed (no termination) as shown in Fig.2.3(c). As the required bandwidth increases,
LPDDRA4 requires termination and adopts LVSTL(Fig.2.3(d)). This is because LVSTL has an
advantage in reducing power consumption. Unlike POD, LVSTL terminates with NMOS only.
LVSTL has the advantage of easy VDD scaling due to low termination. In LPDDR4x, the
advantages of LVSTL are further maximized. LPDDR4X applied N/N driver instead of CMOS
driver to remove a relatively large PMQOS, thereby reducing the Cio of the driver. Also, by
using NMOS for pull-up, the interface voltage could be greatly reduced. However, despite
these advantages, LVSTL has a disadvantage that the receiver must be configured as a PMOS.

DDRS5, in which several DRAMs are connected in a multi-drop method to a relatively long
channel, uses a POD structure. And LPDDR5, where power consumption reduction is
important, uses an LVSTL structure capable of VDDQ scaling. In the future, it is expected that
either POD or LVSTL will be selected according to the channel situation for newly developed

DRAM.

i
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Fig. 2.3 Standard single-ended 10 interface applied by DRAM.
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2.3 Basic of DRAM Driver

At the last stage of the transmitter, a driver that drives the transmission line is placed. The
driver can be configured in two ways, the first is a current mode driver and the second is a
voltage mode driver. The current ,ode driver is shown in Fig.2.4(a), and produces output signal
with high impedance and source termination done with shunt-connected resistor. However, a
current mode driver consumes more than twice the current than voltage mode driver. Moreover,
because a current mode driver provide differential signaling, it is not suitable for memory
application which use single-ended signaling for pin efficiency. Voltage mode driver is
commonly used in DRAM application and depicts in Fig.2.4(b). Voltage mode driver produces
output signal with low impedance and source termination done with series connected resistor.
Voltage mode drivers are generally composed of series resistors and transistors. Because the
transistor operates in linear mode and has a constant Ron, the output impedance becomes
RontRs. Therefore, impedance matching must be performed with Zo=R.n+Rs. However, since

Ron is sensitive to PVT changes, a method to adjust Ron to a desired value is needed.

W O IN INB
(a) Voltage Mode Driver (b) Current Mode Driver

Fig. 2.4 Current mode driver and voltage mode driver.

S— |
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Since DDR3, a function named ZQ calibration is used to calibrate the Ron value. Fig.2.5 is the
ZQ Calibration block diagram of DRAM. When using high termination, an external reference
resistor (Zo) is connected between the VSS and ZQ pins to match the impedance of the pull-
up driver. When ZQ Calibration starts, the strength of the pull up driver is adjusted so that the
ZQ Pin becomes half VDDQ, and the result is stored in the register (PCODE). After calibrating
the pull up driver, calibrate the impedance of the pull down driver. To calibrate the pull down
driver, a reference resistor (Zo) is connected between the VDD and ZQ pins. The reference
resistor is replaced with an already calibrated pull up driver. Adjust the impedance of the pull-
down driver so that the node value between pull-up and pull-down becomes VDDQ/2, and
store the value in the register (NCODE). These stored values are applied to all DQs to match
the impedance sensitive to the PVT. To prevent impedance change according to
voltage/temperature change during operation, the DRAM controller executes calibration
periodically by issuing the ZQCS command. (ZQCL: A command to precisely calibrate for a
long time when initializing DRAM, ZQCS : A command to calibrate for a short period of time
during operation)

InaPCB board environment where DRAM is used, the impedance varies depending on various
factors such as the permittivity of the PCB, the structure/width/thickness of the transmission
line, and the stack. Therefore, DRAM is configured to set impedance with various values.
Fig. 2.6 is the structure of the output driver of the conventional DRAM. It consists of a pull up
and pull down driver with 7 legs calibrated to 240 ohms. Using such a configured driver, the
DRAM provides termination impedances of 240, 120, 80, 60, 48, 40, and 34 ohms, and output

driver impedances of 48, 40, and 34 ohms. Generally, DRAM uses 40 ohm matching.

i
S— |



Chapter 2. Backgrounds

11

-

-

PCODE
Pull-up ' Pull-up
Driver e Driver
Calibration
Logic
®
VREF
Eq_\ (1/2vDDQ)
coena [Caaon]___f ourer
Resistor 9 __INcoDE

v

Fig. 2.5 Output driver calibration scheme on DRAM.
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|24OQ pull-up leg

|24OQ pull-up leg

|2400 pull-up leg

|24OQ pull-up leg

|24OQ pull-up leg

|2409 pull-up leg

240Q pull-up leg

PUP<0:n> 4
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|24OQ pull-down leg

|24OQ pull-down leg

|240ﬂ pull-down leg

|24OQ pull-down leg

|24OQ pull-down leg

DQ

|24OQ pull-down leg

Fig. 2.6 The structure of the output driver of the conventional DRAM.
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2.4 Basic of Multi-level signaling

As mentioned above, PAM4 signaling is widely used to improve pin speed, but it has not yet
been applied to DRAM. Since DRAM uses single-end signaling, both PAM3 and PAM4 are
being studied. Fig.2.7 shows NRZ signal, PAM4 signal and PAM3 signal. At the same Nyquist
frequency, the bandwidth increases in the order of PAM4, PAM3, and NRZ, but the voltage
margin decreases. Therefore, it is necessary to select a method suitable for the channel

environment of the application in which DRAM is used.

(a) (b)

Fig. 2.7 basic eye diagrams of (a) NRZ, (b) PAM-3 and (c) PAM-4 signal.

In addition, single-ended and voltage mode drivers used in DRAM need to pay attention to
linearity. In the case of a voltage mode driver, since the transistor operates in the triode region,

the relationship between lgs and Vs is as shown in Equation 1.

1 W
Igs = Eknf [2(%5 - Vth)VdS - deS] Eq.1

In Equation 1, since Vs is equal to Vo, in the case of multi-level signaling, the Ro, value
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varies according to the output level. So there is a problem that each output level is not equal.
On the other hand, the current mode driver shows relatively good linearity characteristics.
Since the current source of the current mode driver operates in the saturation region, it has a
high output resistance value. Therefore, only the passive resistance is visible at all output levels,
which has the advantage of maintaining a constant impedance. In Section 3, we propose a way
to obtain linear characteristics while using a voltage mode driver.

The PAM4 method considers the linearity of the data eye as an important indicator of signal
integrity because the smallest eye represents performance. There is RLM as a criterion for
evaluating the linearity characteristics of these PAM4 signals. The method of obtaining the
RLM from the PAM4 signal is as follows. First, measure 4 output levels (Va~Vp). Find the
eye height through the measured output level and find the minimum signal level (Smin) among
them (Equation 2). Finally, RLM is defined as the following equation 3. In general, it is known

that PAM4 transmitters must satisfy the condition RLM > 0.92 [9]

1
Smin = Emin(VB =V, Ve =V, Vp = V¢) Eq.2
6Smin
Ry = Eq.3
LM VD _ VA q

The basic operation of the bridge chip transmitter converts multiple NRZ signals sent from the
memory tester into PAM4 signals and outputs them to DRAM. When testing a DRAM, the
transmitter and receiver of the DRAM must also be tested. Since PAM4 receiver of DRAM
cannot be evaluated by the NRZ tester, the bridge chip must be able to test it. The
characteristics of the DRAM receiver can be measured while changing the timing margin and

voltage margin of the PAM4 signal. For example, Figure 2.8 is the specification of lane
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margining in PCle 6.0.[10] Lane margining is a function that checks the margin of input data
by measuring several times within the voltage offset and timing offset at the receiver. In order
to determine whether this function works, the tester must add a function that can move the
voltage and timing. The timing margin of DRAM reciever should be tested while changing the
valid data window by adjusting the clock applied to the transmitter of bridge chip. The voltage
margin should be tested by adjusting the output voltage level of the transmitter of bridge chip.
In this paper, we propose a method of adjusting the output level to test DRAM reciever.

As the transmitter of the bridge chip uses a single-ended voltage mode driver, it is necessary
to optimize the RLM by solving the linearity problem and adjust the output level to evaluate

the voltage margin of the DRAM receiver.
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Fig. 2.8 Lane margining in PCle 6.0
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Chapter 3

Design of PAM4 Transmitter for
PAMA4-Binary Bridge

3.1 Design Consideration

The transmitter to be used in bridge chip should be able to generate accurate PAM4 signal with
high RLM value and adjust each output level to test Rx of DRAM. In addition, it should be
able to provide the various termination and output impedance values required by the DRAM
interface specification. Therefore, the transmitter of the bridge chip was implemented using a
CMOS voltage mode driver to be possible impedance control. DRAM generally uses a CMOS
driver and is configured using 6 240 ohm legs. The combination of 6 legs provides various
termination levels and output impedances. Since voltage mode driver is used instead of current

mode driver, there is an advantage in power consumption. However, it is necessary to solve
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the problem of impedance mis-matching and degradation of RLM in multi-level signaling
caused by the nonlinearity of the transistor. [11] implemented an N over N voltage mode driver
for LPDDRS5 using LVSTL interface, and solved this problem by adjusting the humber of
transistors (same as adjusting the width) that are turned on according to each output level. The
NMOS transistor of the N over N driver operates in the triod region, and the relationship
between lgs vs Vs is as Equation 4. The non-linear change according to the output level, V,

level, is controlled through W.
1 W
Ids = Eknf [Z(Vgs - Vth)Vds - des] Eq'4

In the bridge chip, the method of improving non-linearity by adjusting Vgs was used instead
of correcting linearity using width. Adjusting the VVgs provides fine resolution than adjusting
the width. It is used to improve RLM and to adjust the output level to evaluate the voltage
margin of the DRAM reciever.

The maximum clock frequency of the commonly used DRAM tester (T5511) is 4GHz. With
4GHz clock, NRZ 8Gbps DDR data can be generated from one DQ Pin. If a PAM4 signal is
generated with two DQ pins, one 16Gbps PAM4 signal can be generated. However, the
maximum expected speed of the next generation DRAM is 32Gbps, and the tester which test
the next generation DRAM should be faster than the DRAM. The speeds above 16Gbps exceed
the limit of the signal speed that the equipment can generate. Therefore, a 48Gbps transmitter,
which is higher speed than the previously proposed bridge chip, was designed. In order to
achieve a speed of 48 Ghps, various methods have been changed in [6]. For example, due to
speed limit, the clock scheme was changed from 2phase clock to 4phase clock, which required

a scheme for 4phase clock distribution and high speed 4:1 mux.

i
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3.2 Overall Architecture

Figure 3.3 shows the four level adjustable PAM4 transmitter architecture of the bridge that
allows testers that support evaluating PAM4 DRAM by using the NRZ tester. 6Ghps data
generated by the internal parallel PRBS or external 8 DQ pins are used as 4bit MSB and 4bit

LSB, and internal data passing through the 4:1 mux is fed to the PAM4 main driver with

| MSB(x2)
LSB
Main PAM4 Level Gen.
Pre-Drv. VREF_P_LSB Drv.
—— DRV_LEV_P
External % 41 oRvLEN —
DQs
) I
% VREF_N_LSB
%)
EX
= FFE PAM4 Level Gen. Data out
> - 64Gb/s PAM-4,
Parallel & Pre-Drv. VREF_P_LSB Drv. ( )
PRBS E —4
Generator
7 4:1 ]
L7 I/
VREF_N_LSB |i (
ADPLL
*2 VREF_N LSB o Level
4Phase DCC & 1ul utput Level
Gen. s | 4Phase Skew Pulse Gen. VREE P LSB 1\ of Gen. Calibrator
VREF_N _MSB| (VDAC) (Digital Circuit)
VREF_P_MSB

Fig. 3.1 Overall architecture of PAMA4-Binary bridge transmitter.

increased bandwidth with resistive feedback. The data is processed at the PAM4 main driver
with 24Gsymbol through the control of the 4-phase generator. Independently controlling each

level of the PAM4 signal is required to evaluate the voltage margin of the memory receiver
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and helps improve the RLM of the PAM4 signal. For this purpose, the PAM4 driver has
additional transistor to control the input level of main driver at driver’s input node. Because
the transistor of PAM4 driver operates in the linear region, the four output voltage levels (drain
voltage) are changed by the gate-source voltage of the MOS transistor. Therefore, a transistor
(M2) is added to adjust the driver’s input node. The amount of Vgs that controlled by the added
transistor is determined by VREF_P_LSB level obtained through calibration. The four drivers,
divided into PMOS/NMOS and LSB/MSB, require each VREF signal according to its driving
level. Meanwhile, the additional transistor (M1, M2) decreases the slope of the DRV_LEV_P
node and it causes the bandwidth to be lowered. The additional transistor(M1) is applied to
reduce the impact of M2 when the transition occurs, so that slope of the DRVLEVP node can
be further sharpen. Figure 2 (down) describes the LSB pull-up driver of this circuit. The gate
level of LSB pull-up driver is VSS when driving 1/6VDD and above the VSS when driving
1/2VDD. Especially when drive 1/2 VDD, to guarantee the slope of the output, M1 turned on

after the transitions of DRV_LEV_P node.
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3.3 Circuit Implementation

3.3.1 Clock Tree

In general, the maximum clock frequency of the equipment (T5511) used for DRAM test is
4GHz. Since the 4GHz clock cannot generate more than 16Gbps PAM4 signal, the bridge chip
needs to internally generate the 12GHz clock in 4-phase to generate 48Gbps data. In this paper,
3 GHz clock is increased to 6 GHz 4-phase clock through ADPLL. The measured rms jitter is
0.688psrms from a 0.9V supply at 6GHz output frequency with 3GHz reference clock.

Figure 3.2 describe the configuration of the internal clock generator. As shown in Figure 3.4,

e B & T
MUX
50Q CLK
{VSS BUFFER Repeater Repeater
50Q
CLK_INN

SEL<0> All Digital
PLL
Pl / EXT_CLK<3:0> 4 Phase
__Clko |
Generator
__CLK90 |  4phase
CLK180 Generator MUX | pLL_CLK<3:0>
CLK270

ALE_El_sLL} _SEle>\_T

Fig. 3.2 Block diagram of internal clock generator.

bridge chip supports two types of clock tree through SEL<1> signal. The first way is to
generate the clock through ADPLL. The second way bypasses the external clock by blocking
to the ADPLL for debugging. In debugging mode, the clock must be input from the outside

with a frequency of 6GHz. Externally input clock supports both single end clock and

i
S— |
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differential clock and can be selected through SEL<0>. ADPLL output clock or 4phase clock
made from externally applied clock is input to Pl and regenerated as a clock of a new phase.
Pl creates a clock of a new phase to synchronize the clock with the data of 8 DQ pads.
Because the final output signal is generated using the 4phase clock, the duty of the 4phase
clock and the skew management between the 4 clocks are very important. After the 4phase
generator, the DCC block and delay control block for each clock were added. Figure 3.3 and
figure 3.4 are block diagram and timing diagram of DCC, respectively. The default value of
CTRL_CODE<7:0> is OF (4 highs and 4 lows), and the number of turned-on PMOS and
NMOS is the same. If the duty cycle of the input clock is changed, the duty cycle can be
corrected by adjusting the number of turned-on PMOS and NMOS. For example, in the timing
diagram in Figure 3.5, the number of highs in CTRL_CODE<7:0> is greater than the default
value of 4. At @ node, the weakened NMOS makes the falling slope smooth, and at the @
node, the weakened PMOS makes the rising slope smooth. As a result, when this signal passes
through the buffer, the low pulse increases and the high pulse decreases. In this way, the duty
cycle of the clock can be adjusted. Table 2.1 is the simulation result of clock duty according
to CTRL_CODE<7:0>.

Since the output is made by using the 4 phase clock, not only the self duty of the clock but also
the relationship between the four clocks is important. Although the 4phase generator will make
the 90 degree interval accurate, the 4phase at the output may be shifted due to several factors
such as clock tree difference, process variation, local variation, etc. Therefore, there should be
a way to compensate when the 4 phase relationship is out of alignment for any reason. Figure
3.6 is a block diagram of the circuit for adjusting 4phase skew. It is composed of a pass
transistor and MOS capacitance, and the delay is adjusted by selecting the capacitance value

through the pass transistor. The size of each capacitor is doubled so that various options can

i
S— |



Chapter 3. Design of PAM4 Transmitter for PAM4-Binary Bridge 22

be placed. Since this adjusts the relationship of 4 phases, it is designed only in the direction of
adding delay by increasing it. Table 2.2 is the postsim result of delay, and it has a correction

ability of about 10% for 1 Ul, which is 41.6 ps.

CTRL_CODE CTRL_CODEB

—=—=q[ =L
—iL

V

CTRL_CODE | CTRL_CODEB ]
<7:.0> <0:7>

A\ A\

Fig. 3.3 Block diagram of duty cycle corrector.
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Fig. 3.4 Timing diagram of duty cycle corrector.

Table 2.1 Simulation result of output duty according to CTRL_CODE<7:0>

# of high in CTRL_CODE<7:0> Output Duty (%)
6 (3F) 40
5 (1F) 45
4 (0F) 50
2 (03) 55
1(01) 60
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Fig. 3.5 Schematic of clock delay circuit.

Table 2.2 Simulation result of clock maximum delay.

Process Maximum delay (ps)
T 4.26
FF 3.63
SS 5.18

24
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3.3.2 Data Align

The bridge transmitter generates output data using parallel input data at 6Gbps from 8 DQ pins
of DRAM tester or 8 internal PRBS. In order to output 48Gbps with 8 6Gbps signals, a
serializer that converts parallel data into serial data is required. Each of the 8 data is designated
according to the order of LSB/MSB and sequence of output, and is aligned through the
synchronized clock from the PI. Because 4phase clock is used, <0:1> data is synchronized
with 0 degree clock, and BL<2:3> data is synchronized with 180 degree clock. Also, in this
paper, 2tap FFE to compensate the post-cursor is adopted. Since the data for the FFE should
be 90 degrees faster than the main data, BL<1:2> data is synchronized with the 0 degree clock,
and BL<3> and BL<0> data are synchronized with the 180 degree clock. Figure 3.6 and Figure

3.7 are a timing diagram and a block diagram of the serializer, respectively.

WCK 3GHz) _/ \ /
LSB X 0123 X 4567 X 89AB
MSB X 0123 X 4567 X 89AB

LSB1_Main X 01 X 45 X 89
MSB1_Main X 01 X 45 X 89
LSB2_Main X 23 X 67 X
MSB2_Main X 23 X 67 X
LSB1_FFE X F O X 34 X 78
MSB1_FFE X F o X 34 X 78
LSB2_FFE X 12 X 56 X
MSB2_FFE X 12 X 56 X

Fig. 3.6 Timing diagram of data alignment.
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LSB<0:1> D-EE MAIN_L<0:1>
— —
MSB<2:33 MAIN M<2:3>
. D Q D Q ,
LSB<2:3> D-EE Latch MAIN_L<2:3>
—
CLKO CLK180
MSB<3> D Q FFE M<0>
LSB<3> D-FF Latch FFE_L<0>
—Q> >
MSB<0> D Q FFE M<1>
LSB<0> D-EE FFE_L<1>
— >
e —_—
MSB<1:2> FFE M<2:3>
: D Q D Q .
LSB<1:2> D-EE Latch FFE L<2:3>
— >
CLKO CLK180

Fig. 3.7 Data alignment block diagram.
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3.3.34:1 MUX

As for the final mux, architectures employing quarter-rate clocks (4phase) and 4:1 muxes are
widely used to relieve timing constraints and reduce power consumption in the clock path[12].
[12] proposes a 4:1 MUX consisting of three 2:1 muxes that can be used below 5GHz.
Although this method is simple and has the advantage of not managing 4 phases clocks, the
timing margin of our target speed becomes too tight. In this paper, four 1/2 frequency clocks
and a 4:1 MUX were employed to secure a timing margin of 1 Ul forward and backward. The
margin between the clock and data secured over 1UI was used so that it could operate even
when PVT variation occurred in the tCO of the serializer or the variation of the 1UI pulse

generator block. The related timing diagram is shown in Fig 3.8.

CLK180 _\_/__ _/__ /
akero N\~ " -

e S G ca Gy
p<o> X 0 X 4 X 8
p<1>  _X 1 X 5 X 9
D<2> 2 6

D<3> X 3 X 7 X:

Fig. 3.8 Timing diagram of 4:1 MUX.

Figure 3.9 shows a 4:1 selector design controlled by four inverters and NAND and NOR gates.

1UI pulse generated by two 4-phase clocks and data are input to the NAND and NOR gates.
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When CK is high, data is output, and when CK is low, it is in high-z state. A 4:1 mux is
composed of 4 NAND/NOR/INV blocks, which sequentially output data.. This approach
improves output bandwidth by eliminating the use of cascading or stacking devices.
However, this 4:1 MUX causes bandwidth limitation due to parastic capacitance caused by
connecting 4 units, and is still insufficient to operate at the target speed. To solve this problem,
a resistive feedback inverter is adopted as the first stage of the predriver connected after the
4:1 mux. Fig. 3.10 shows the block diagram of the 4:1 MUX and the resistive-feedback inverter.
The feedback resistance RF can be split into RFi, and RFq.: by Miller effect. Therefore, the
output time constant of the 4:1 MUX can be reduced by shunting the output resistance with
RFin.[13] However, the finite input impedance degrades the MUX output swing to some extent.
The following three-stage inverter is designed carefully with 1-1.5 x fan-outs to return the
output back to CMOS level and to drive the output driver cell. Fig. 3.11 shows the simulated
eyediagram with and without 2.7KOhm feedback resistor. After applying the resistive-

feedback predriver, the data-dependent jitter (DDJ) can be reduced to 2.0ps from 5.1ps.
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D<0>

D<1>

5
2.1 MUX unit a 2.1 MUX unit
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Fig. 3.9 Schematic of 4:1 MUX.

4:1 Mux unit ooo |>

Fig. 3.10 Block diagram of pre-driver for improving bandwidth of 4:1 MUX.
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Fig. 3.11 Eye diagram of the 4:1MUX output node before and after applying feedback
resistor.
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3.3.4 Driver

The transmitter of the PAM4 binary bridge must be able to control each level of the PAM4
signal and must be capable of impedance matching. Fig. 3.12 is a diagram of the output
impedance of the ideal driver for each output level. The PAM4 driver is composed of PMOS
(pull-up) and NMOS (pull-down) transistors connected in parallel with three 3Z, size

transistors. In addition, VSS termination is used as default in the bridge chip. For example if

1/2 VDDQ 1/3 VDDQ 1/6 VDDQ 1/2 VDDQ

Fig. 3.12 Impedance and current prediction according to output level.

the output level is ¥,vDDQ, all three pull up transistors are turned on and all pull down
transistors are turned off. The pull up impedance and the termination impedance of the receiver
become the same, and a /,vVDDQ output level is formed. Moreover, the current Io flows
through the driver and termination. To generate the output level of ¥3VDDQ, two pull up
transistors are turned on to make 1.5Z,, and one pull down transistor is turned on to make 3Zo.
Depending on the pull-up transistor, pull-down transistor and termination resistance, the output
level becomes Y/3VVDDQ, and the output impedance becomes 3Zo||1.5Zo= Zo. In this case, &/slo
flows into the pull-up transistor, and %/slo flows through the pull-down transistor and 8/slo
through the termination resistance. Even when the output level is Y/sVDDQ, it consists of a

pull-up driver of 3 Zy and a pull-down driver of 1.5 Z, as shown in third picture of Fig. 3.12.
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However, if Fig. 3.12 is implemented with a real transistor, the driver operates non-linearly
according to Vgs (output level) and does not operate like the resistor in Fig. 3.12. A voltage
mode PAM4 driver should improve the RLM degradation caused by the transistor's non-
linearity. The CMOS driver operates as shown in equation (4) in the triode region. The current
changes in proportion to the square of the output voltage, Vs, and this causes non-linearity.
For linear operation, correction is possible by changing width or Vg according to Vs in
equation (4). [11] improved the linearity by changing the width. In this paper, since it was
necessary to support output level change for DRAM Rx test as well as RLM improvement, the
output level was adjusted by changing the gate voltage that can provide fine resolution than
the width. In Fig. 3.14, the number of turned-on transistors determines the width, and the
output level determines V4. The current flowing through the transistor is defined for each
output level as shown in Fig. 3.12. Table 2.3 shows the Fig.3.12 as a equation. we can find a,
b, ¢, and d which are correction value through these equation. This is an ideal calculation result
and may not match the actual one, so there are calibration circuit to fine Vg value for each

output level.

Table 2.3 The equation of PAM4 transistor according to output level

Output level PMOS NMOS
1 3w 1 1 ) 3w 1 1 )
E VDDQ/O Iy = K, TIE(Y ~Vaaq = Vin) - =5 Vaaq =(= 5 Vaaq)’l lo= Kn—— (2(Viag = Ven) "5 Vaaq =G Vaaq)"l
1 8 2w 1 1 2 W 1 1
§VDDQ 610 = K;:T[2(5_Vndq_vm)'_§ Vaaq _(_EVnaq)z] 5"0= KHT[Z(Vudq _“_th)'ivddq _(gvudq)zl
1 5 w 1 1 2 2w 1 1
g VDDQ gh= KFT[Z(_V&'GQ = Vi) " =g Vatag —(—gVadq)Z] gl = Kn le(Vdda — B = Vi) * g Vaaq —(gVadq)dl
1 1 1
Result = V., 6= —V a= —V,,.., 8= =V
Y 6 ' dda 12 /dda 12 /ddq B 6 ' dda
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Fig. 3.13 Schematic of possible pre-driver.

There are two methods to provide the gate level of the final driver. The first method is to set
the supply voltage level of the predriver according to the desired gate level as shown in
Fig.3.13 (a). This method can be easily implemented by making the desired voltage level
through the LDO. However, in order to generate the 4 levels (VDDQ — a,VDDQ — B,v,6),
four power lines and capacitors should be arranged respectively. This causes area overhead
and noise control problems. In addition, since VDDO0 and VDD2 are continuously switched, a
problem of charge flowing from a high voltage to a low voltage is expected. Due to the
characteristic of LDOs to generate low voltages from high voltages, it is necessary to have a
solution for when the low voltages are high. This increases the complexity of the circuit. The
second method is to create a DC path at the output of the predriver to adjust the output level
as shown in Fig.3.13 (b). By adjusting the size of the DC path through reference voltage control,
the desired output level of the predriver is generated.4 references are required, but since the
reference signals are connected to the gate node of final driver, capacitance and metel line
overhead are less than the first method. Although there is a disadvantage of current
consumption due to the occurrence of a DC path, the second method was applied because the
overhead for 4 power lines was considered to be greater in actual implementation.

The predriver applied in this paper has one problem. The slope when reaching VDDQ — a
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is lower than the slope when reaching VDDQ, and this causes a decrease in the bandwidth of
the main driver. The NODE_X in Fig. 3.14(a) outputs VDDQ — « and VDDQ according to
MSB_B signal. The eye diagram result is shown in Fig. 3.14(b), and there is a difference in
slope when transitioning to a VDDQ — a« and VDDQ. To solve this problem, an overdriver
scheme was applied to improve the slope of the predriver. As shown in Fig.3.15.(a), when
outputting VDDQ — a, the predriver's DC path was turned on after NODE_X sufficiently
swings. As a result, the output waveform is shown in Fig.3.15(b). Even if an overshot occurs
at the output of the predriver, the slope becomes the same as when VDDQ is reached. Fig.3.16
is the simulation result of main driver before and after the overdrive scheme. The output slope

of the main driver has been improved to secure eye margin. The fig.3.17 is the overall

PRE
DRIVER Jp—o
_ PN
Drlvela E ill*lx {
i
i VDDQ - a \5“;‘7
= e
i
 S— T
II'.-.‘,:‘:"
Elr il
1gh
NODE.X . it
1 LY
{ ETL M58 pull-dn it
1 wrero | | Driver — | f‘) !
- b i i
PRE W i
DRIVER = VSS = — ﬁ:r&-—
(@) (b)

Fig. 3.14 (a) Proposed pre-driver for controlling the output level (b) simulation result of
expected problem of the pre-driver.

architecture of the transmitter combining the perdriver and main driver.
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= RED
PRE g
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Fig. 3.15 (a) Schematic of overdrive scheme (b) simulation result of NODE_X before
and after applying the scheme.

(@) (b)
Fig. 3.16 The simulated output eye diagram before and after applying the overdrive
scheme.
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3.3.5 Calibration

In order to maximize the RLM of the PAM4 output, an appropriate reference level must be
applied to the predriver. In this paper, we propose a calibration circuit to find the reference
value. Fig. 3.18 is the overall architecture of the calibration circuit. The calibration circuit
consists of 6 replica drivers made by imitating the state of the driver for each of the 4 output
levels, a comparator that checks whether the replica driver outputs an appropriate level, and a

digital block implemented with verilog code to find an a proper reference. As shown in Fig.

1 I Mode_SELECT

Digital Replica Driver
Ll PCODE

down
Compare Up/Down NCODE [4 Li
Logic stop Counter eee

0}
H 4|

I
Compare -"l Up/Down g
Logic -"l Counter
I||
o

VREF

VREF_N/P_L/MSB

CODE_N/P_L/MSB|

clk

Fig. 3.18 Overall architecture of calibration logic.

3.19, the reference signal outputs the voltage generated by the resistor divider through the mux.
VDAC generates 4 signals VREFO~VREF3 that determine the output level and 3 reference
signals (*,vDDQ, %/3VDDQ, */sVDDQ) that will be the reference for calibration. Fig3 3.20 is

a flowchart of calibration, and Fig. 3.21 is the concept of a replica driver.  Calibration is
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Vref Gen.(VDAC)

REF_SEL

VREF|N/P_L/MSB

1/2VDDOQ|
1/3vDDQ| % VREF
% [1/6VDDQ ﬂ

CODE_N/P_L/MSB

Fig. 3.19 Block diagram of the reference generator.

calibrated in 6 steps. The first and second steps are to determine the widths of NMQOS and
PMOS. Since PMOS and NMOS performances differ by PVT variation, the widths of PMOS
and NMOS are determined according to operating conditions. This step adjusts the output
impedance of NMOS and PMOS to be Z, and 3Z, respectively, under the condition that the
gate input voltages of NMOS and PMOS are VDD and VSS, respectively. The replica driver
at this stage is composed as in Fig3.21 (a). The calibration logic adjusts the width to find a
condition where the NMOS replica driver outputs %/,VDDQ level and the PMOS replica driver
outputs /s VDDQ level. The width values obtained through calibration become PCODE and
NCODE signals and are transmitted to all drivers and replica drivers. Steps 3 to 6 are for
finding an appropriate input gate level. Since the width suitable for PVT was selected through

PCODE and NCODE, now we need to find a reference voltage that can make the output level

S— |



Chapter 3. Design of PAM4 Transmitter for PAM4-Binary Bridge 39

linear. As shown in Fig. 3.21(b), there are 4 replica drivers according to each output level. For
example, if the output level is Y/sVDDQ, the PMOS and NMOS which is right side of Fig.
3.21(b) should be selected and calibrated. In the case of NMOS, in order to avoid a replica
driver that creates a DC path, a pull-up resistor that can perform the same operation was
obtained and simplified. In the NMOS replica driver at the bottom right of Fig. 3.21(b), a dc
path is generated due to the pull-up resistance and the replica termination resistance. The
replica termination resistor was removed to block the dc path, and 6Z, was used as a pull up
resistor to generate Y/3VDDQ at the NMOS impedance 3Zo. The NMOS replica driver
operating at %/s VDDQ also used the same method to remove the replica termination resistor
and change the pull up to 13/,Zo. When the reference level is found sequentially for each
output level, the calibration operation is terminated. All calibration result values can be read-
out through 12C. If you adjust the output level for the DRAM Rx test, you can read the
calibration result code first, change the result code, and write back to 12C.

Fig. 3.22 (a) is the result of transient simulation performed to check the calibration operation.
It can be seen that the replica driver output (black line) for each mode is calibrated along the
reference signal (blue line). Fig 3.22(b) is the simulation result of the calibration. In general,
prior to calibration, high-level eyes are relatively large due to the non-linearity of the Ron
value according to the vds level. After calibration, it is possible to obtain the result that the

size of all eyes becomes constant.
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Fig. 3.20 The flow chart of calibration.
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Fig. 3.22 (a) transient simulation result of calibration circuit and (b) simulated output eye
diagram of transmitter after the calibration.
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Chapter 4

Measurement Results

4.1 Chip Photomicrograph

The prototype chip is fabricated on the TSMC 40nm CMOQOS process. 12C and calibration
blocks were written in verilog, synthesized and implemented. Other blocks were designed
manually. Decoupling capacitors were placed on all reference signals, and dummy metal and
power capacitance were placed in the space left for the power mesh. The area of the PAM4

binary bridge transmitter is 0.32mm?, Figure 4.1 shows fabricated pam4 binary bridge chip.
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Fig. 4.1 Chip photomicrograph.
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4.2 Measurement Setup

In order to measure the operation of PAM4 transmitter, the test environment is configured
similar with [6]. Fig. 4.2 shows the test environment of this chip. To setup the bridge chip and
perform the calibration circuit, 12C is changed and readout through PC. PC and 12C
communicat through Aardvark and the code to control 12C is written in phython. Differential
clock is input from Anritsu MP1800A equipment and Tektronix MSO73304DX osilloscope
is used to measure output waveform. The supply power for 12C and transmitter are input from
the Agilent E3649A DC power supply. Because the Anritsu MP1800A equipment can provide
only 2 NRZ data, the Anritsu MP1800A which can provide only 2 NRZ data does not provide
enough input data for this chip that requires 8 inputs. Therefore, internal PRBS generator is

used for measurement.

i
S— |
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Fig. 4.2 Measurement setup.
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4.3 Measurement Results

Figure 4.3(a) shows the PAM4 data eye with and without the calibration measured through the
oscilloscope. Before the calibration, the upper eye is larger than lower eye due to the non-
linearity. After the calibration the all three eyes are the same size. It was tested at 16Gb/s to
check the output level. Figure 4.3 (b) shows the measurment result of this chip at 48Gb/s.

To DRAM R, output level could be controllerable. Fig. 4.4 shows the measurement result
when the second level is raised or lowered. Fig 4.4(b) is the result of manual adjustment based
on calibration result to improve the RLM. Fig 4.4(a) and (c) show that second level riases and

falls, respectively. Table 4.1 shows the performance summary.

PAM4 16Gb/s w/o
TX level calibartion
pu G — o

Fig. 4.3 Measured eye-diagrams of PAM4 transmitter (a) comparison before and after
calibration at 16 Gb/s (b) eye diagram of PAM4 32 Gb/s.

5]

_3‘1:

5T H aﬂ T
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Fig. 4.4 Result of eye level adjustment after calibration.

Table 4.1 Performance summary.

Clock

Frequency[GHz] VDD[V] Power[mW] Data Rate[Gb/s] FoM[pJ/bit]

6 0.9 85.27 48 1.78

S— |
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4.4 Performance Summary

The total area of the proposed PAM4-Binary bridge transmitter is 0.32 mm?. The operating
speed of this transmitter is 48 Gb/s with PAM4 signaling, and the operating power of this
transmitter is 85.25 mW and the serializer and driver consume 60.48 mW of power.

Figure 4.5 show the power consumption of each block. Since this chip was fabriacated with a
receiver and other analog blocks, the power breakdown was calculated based on the post-
simulation.

The 6Ghz clock was input, and the data generated by the internal PRBS generator was output
at 48Gbps, and the RLM of the PAM4 data eye is 0.99.

Table 4.2 shows comparison with other PAM4 Tx chips using single-ended signaling.
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Fig. 4.5 Power breakdown.
Table 4.2 Comparison with other Tx chips.
ASSCC'21 TCAS-1I'22 Jssc21 ISCAS'19 This work
[11] [16]
Technology 28nm 40nm 65nm 65nm 40nm
Supply(V) 1.211 1.25/0.9 1.0/0.6 1.0 0.9
Data rate(Gb/s/pin) 24 32 28 20 48

Tx Driver topology

Voltage-mode

Current-mode

Voltage-mode

Voltage-mode

Voltage-mode

2-tap asymmetric

(pIlbit)

Tx Equlization - 2-tap FFE FEE 2-tap FFE 2-tap FFE
Signaling type PAM4/NRZ PAM4/NRZ PAM4 PAM4/NRZ PAM4
Clocking type External ADPLL External External ADPLL
Tx Driver RLM 0.95 0.95 0.99 0.98 0.99
[EmEiegy iy - 3.66 0.65 3.07 1.78*

*Includes PLL
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Chapter 5

Conclusion

This paper proposes a transmitter of PAM4-Binary bridge that can test PAM4 DRAM with
NRZ tester. The frequency of the external input clock is doubled through ADPLL and converts
into 4 phase clocks, and eight data input through the PINs or PRBS generator in parallel are
aligned through the 4 phase clock. In order to test the receiver of DRAM, a method to adjust
the final PAM4 data was proposed, and a calibration scheme to improve RLM was proposed
using this method.

The prototype chip is fabricated on the TSMC 40nm CMOS process and the total area of the
proposed PAMA4-Binary bridge transmitter is 0.32 mm?. The operating speed of this transmitter
is 48 Gh/s with PAM4 signaling, and the operating power of this transmitter is 85.25 mW and
the serializer and driver consume 60.48 mW of power. RLM improved from 0.73 to 0.99
through the calibration. The maximum operating speed of output PAM4 data is 48 Gb/s, and

FoM achieves 1.78 pJ/bit.

i
S— |
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