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Abstract

Artificial Intelligence (AI) technologies have impacted almost every domain and

system, including the entertainment industry. Although AI-based systems are expected

to offer significant benefits in making content, it is still challenging to build a real-

world AI application that can effectively contribute to content production. This paper

presents a novel system, Gennie, that can interact with users and suggest AI-generated

sketches for developing a storyboard. Gennie is implemented leveraging several large-

scale pre-trained models such as GPT-2 and CLIP, which have recently achieved great

success and become milestones in the field of AI. With Gennie, users can quickly

visualize the composition of each scene. This paper presents the findings of a user

study and visualizes the process of creating a storyboard with Gennie.

keywords: Storyboarding, multimodal embedding, large-scale pre-trained model

student number: 2019-21939
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Chapter 1

Introduction

1.1 Overview

AI technologies are transforming the way we approach real-world tasks done by hu-

mans. Recent years have seen a surge in the research field of deep learning, where

massive parameters are tuned to generalize on carrying out a particular task. For ex-

ample, with the understanding of images, deep learning models have surpassed that of

humans in several vision tasks [1, 2]. Besides, we are witnessing the possibility of AI

applications for story generation [3], music composition [4], drawing [5], and so on.

However, successful uses of deep learning algorithms in creative areas are raising the

bar for required sensibleness and specificity, which are far below those of humans [6].

As alternative approaches to explore practical methodologies or creative user ex-

perience, Human-AI collaboration is being considered [7]. In particular, in the case of

medicine, there are cases in which AI and humans collaborated to increase the cancer

detection rate compared to when human doctors were alone [8]. As for drawing, the

possibility of Human-AI co-creation is investigated while the user and AI take turns

sketching to complete pictures [9]. However, though there were studies that created

visual stories with deep learning algorithms [10, 11], most of the studies paid little

attention to the effects of human-in-the-loop application in deep learning.
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1.2 Interactive storyboarding

The storyboard is a sequence of drawings that represent the shots planned for story

products, typically with some directions and dialogue. The storyboard creation step is

crucial in that storyboards serve as a visual road map during the story product devel-

opment period. However, storyboard creation is a difficult task even for professional

artists, let alone novices, to simultaneously consider vital components of storyboards

such as subject, background, and point of view.

Inspired by the fact that movies provide abundant sources of scene knowledge,

which can be utilized to compose storyboards, 300,000 captured images from the 7083

movie trailers are collected and processed with deep learning models to extract scene

knowledge. Object detection and semantic segmentation modules based on Convolu-

tional Neural Networks (CNNs) are applied to spot objects which could play essential

roles in the plot. The image-to-sketch style transfer model composed of Generative Ad-

versarial Networks (GANs) is adopted to generate sketches from images of segmented

objects.

A large-scale pre-trained language model is employed to generate relevant sen-

tences to users’ inputs, while another large-scale pre-trained text encoder is utilized

to match the sentences to scenes using the similarity scores calculated in the text-

image co-embedding vector space. The advantages of large-scale pre-trained models

are leveraged in building a knowledge base for downstream tasks. Given the text de-

scriptions specified by the users, Gennie represents multiple draft sketches that match

the story, and the users can get some inspiration or utilize the sketches for their story.

This paper represents user studies and visualizes the co-creation process of a sto-

ryboard. The participants’ strategies collaborating with Gennie are classified into two

categories, while the required function for Gennie is matched to each strategy. Since

draft sketches offered by Gennie have flexibility and lack detail, users can utilize the

sketches as blueprints for their sake as sources for the composition of objects or the

final look of visual scenes.
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Figure 1.1: The proposed system’s inputs and outputs.

In sum, the contributions of this work are as follows:

• This paper suggests an AI system for storyboard co-creation with users. Several

deep learning models are effectively incorporated to implement a user-friendly

and practical system.

• A user study is conducted to visualize participants’ interaction with the story-

boarding system, and the users’ collaboration strategies to generate visual stories

are examined.

• This paper discussed the implications of storyboard co-creation. This work is the

first research track focused on the human-in-the-loop application in storyboard

generation to the author’s best knowledge.
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Chapter 2

Related work

2.1 Human-AI co-creation

Advance in AI technologies has opened up the possibilities of human-AI co-creation

for drawing [12, 13], creative writing [14, 15], music composition [16], and video

games [17]. For example, AI can create a half-sketched picture [18], write the next

paragraph of the story [19], or add images to the design mood board. The key chal-

lenge in this range of previous tasks was to develop collaborative AI agents that could

coordinate tasks based on users’ goals and behaviors. To this end, some systems were

designed to generate outputs according to the surrounding context of human-generated

content, and some systems utilized user feedback to better match AI behavior to user

intentions [20, 21].

These new interfaces and algorithms were still in the experimental stage, but they

have opened up the possibility that humans and AI can work together to produce cre-

ative results. As deep learning models advance, novel frameworks and adequate design

guidelines are needed to understand users’ perceptions of these new technologies and

improve UX. In this regard, a prototype system is designed to leverage several pre-

trained deep learning models to investigate the realm of collaboration between humans

and intelligent machines.
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In consideration of the inherent multimodal characteristics of the storyboard, a

deep learning-based model dealing with both images and text descriptions [22] is uti-

lized. In addition, the output of the AI model is designed considering the actual col-

laboration process with the user. Since storyboards are created in the early phase of

content production, the exploration of motifs is helpful for creators in generating sto-

ries and composing scenes. Based on the assumption, the system is built and shows

how the AI agent can be used in the actual creative process and the user’s cognitive

experience.

AI-based systems offer potential benefits in making artworks or content [23, 24];

however, few of the promising applications of AI were produced without the proper

engagement of humans. Instead, humans can collaborate with AI agents to achieve

users’ creative goals by getting some inspiration [25], gaining practical support in the

progress, or enjoying the co-creation process itself. To integrate AI into the already-

complicated human workflow, bringing the human-centered design philosophy into

computational interaction research is crucial. To deeply understand the user experience

of human-AI co-creation in generating a storyboard, Gennie is implemented.

2.2 AI for visual story generation

The literature related to automatic storyboard creation tasks has mainly two direc-

tions: generation-based [26, 27, 11] and retrieval-based methods [14, 28, 29]. The

generation-based method creates images directly from a text through Generative Ad-

versarial Networks (GANs) that can create new images. As a result, the degree of

freedom of the generated output is high and produces novel output. However, training

difficulties make creating high-quality, diverse, and relevant images challenging. In

addition, the AI is often overloaded with information to interpret, such as frequent in-

teractions, which add complexities to building up an intelligent system in a co-creation

setting.
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Retrieval-based methods detour the difficulty of creating images by searching for

existing high-quality images with text. Retrieval-based methods can ensure high-quality

output, resulting in better user satisfaction. However, the retrieved output is limited to

the system designer’s knowledge which may deter free and creative thinking. Most

text-image retrieval tasks focus on matching a single sentence with a single image

[30, 22], where global and dense visual semantic matching models are frequently used.

Most text-image retrieval systems focus on matching quality rather than considering

the user experience of how to utilize the image’s output.

This paper proposes a new framework for human-in-the-loop storyboard creation

while overcoming the limitations of generation and retrieval-based methods to imple-

ment the system. Both generative and retrieval methods are employed to prepare a

knowledge base and enable cross-modal matching combining the advantages of each

method. A system designer’s laborious engineering effort can be relieved to compose

output candidates while guaranteeing high-quality outputs. It is also easy to expand the

knowledge set for novel outputs. Expert knowledge can be easily fed into the database.

2.3 Evaluation metric for sketch research

In recent years, the sketch research community has developed as summarized by Fig-

ure 2.1. For example, in 2017, Google released a million-scale sketch dataset [31].

QuickDraw dataset contains over 50 million sketches collected from the online game

“QuickDraw”. This work motivated the community to go beyond considering sketches

as static pictures by utilizing stroke sequences as input, which is a study of the tempo-

ral processing of sketches [5].

From 2018 to date, various novel tasks have been proposed while introducing be-

spoke datasets and evaluation metrics enabling deep learning techniques. The Sketch-

forme [32] solved the task of sketching for instructive sentences. The user survey was

conducted to compare the system’s outputs to the human-drawn sketches.
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Figure 2.1: Milestones of sketch research in terms of tasks, datasets, and supervision.

Note that self-supervised learning is also unsupervised learning.

In the Scones study [33], a model was proposed to receive text instruction as in-

put and continuously generate sketches. This work was also evaluated based on user

surveys on satisfaction and enjoyment. Storyboarding, the task covered in this paper,

is also human-involved, requiring humans to measure the performance of the system.

Both qualitative and quantitative methods are adopted to evaluate the proposed sys-

tems’ outputs along with novel tasks.
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Chapter 3

Proposed method

3.1 Interactive storyboarding system

The storyboard is a sequence of drawings, typically with some directions and dialogue,

that represents the shots planned for story products. In the early stages of production,

the artists outline a narrative structure using storyboards, organizing the main plot and

order of events. The storyboard creation step is crucial in that storyboards serve as a

visual roadmap during the story product development period. Storyboard creation is a

difficult task even for professional artists to simultaneously consider vital components

of the storyboard such as subject, background, and point of view. Drawings in the

storyboard contain plentiful abstract information about stories.

From the perspective of data modality, sketches in storyboards have characteristics

providing domain-unique challenges. Sketches are highly abstract and diverse. People

can depict a house as a square with a triangle on top in sketch form. Different people

usually draw distinctive sketches when given identical instructions. And sketch images

can also be represented in diverse forms. For example, a sketch can be expressed in

static pixel space (when rendered as an image), dynamic stroke coordinate space (when

considered as a times series), and geometric graph space (when considered topologi-

cally) [5].
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Figure 3.1: Overview of the Gennie, the interactive storyboarding system.

Sketch data also has advantages in certain tasks. Sketches can serve as one of the

easiest computer-interaction modalities in a way that photos cannot due to the intuitive

way humans can create sketches without training. Considering these unique challenges

and opportunities regarding sketch data, it is often beneficial to design sketch-specific

models to obtain the best performance in various sketch-related tasks. Thus, from a pat-

tern recognition or machine intelligence perspective, unique characteristics of sketch

modality often lead to task-specific system designs to exploit task-specific data proper-

ties and achieve task-specific performance indicators requiring significant engineering

labor for each task which is not scalable.

This paper proposes an AI collaborator Gennie and a co-creation framework for

storyboard generation in a scalable way. Instead of focusing on leveraging the char-

acteristics of sketch data, the proposed system utilizes the general text-image co-

embedding model to exploit the advantages of the large-scale pre-trained model. The

overall system and framework are shown in Figure 3.2. Figure 3.2 represents knowl-

edge preparation, story-to-sketches retrieval, and user interface. This section first in-

troduces how to collect and process the data for preparing a scene knowledge database

and describes the story-to-sketches model applying both Natural Language Generation

(NLG) model and the text-image co-embedding deep learning model.
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Figure 3.2: Structure of the interactive storyboarding system.
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3.2 Knowledge base preparation

A knowledge base is prepared to provide sketches suitable for the user’s creative goals.

Essential elements of the storyboard, such as the main character, background, and per-

spective information, are derived from the scenes in movies. First, 7,083 movie trailers

and movie descriptions at HD-trailers.net are crawled and captured with 40 pictures in

each trailer at regular intervals. Then, around 300,000 sketch images are sourced from

the crawled movie images. Each sketch image should contain semantically evident

instances of the original crawled image to make users interpret the image instantly.

Therefore, the knowledge base preparation process is divided into instance recogni-

tion and sketch translation.

For the instance recognition step, Mask R-CNN [34] model is utilized as the main

module that efficiently detects objects in an image while parallelly generating fine-

grained segmentation masks for the objects. Both bounding box regions and segmen-

tation masks can be obtained by passing original images to the module. Before trans-

lating object images to the sketch style, the images are post-processed with the seg-

mentation masks as shown in Figure 3.3. Key object-grounded regions can be obtained

without uninformative objects or backgrounds by extracting overlapping regions be-

tween segmentation masks and the original images. In addition, noisy images are fil-

tered out with this process while enhancing the quality of sketch translation output.

For example, trailer scenes containing only text descriptions or blank images can be

captured at scene-change moments. After all, 25% of total images were considered as

noises and removed.

Then the contour drawings are generated from refined images. pix2pix model [35]

is exploited as an image-to-sketch translation model. Unlike conventional edge or

boundary detection algorithms, pix2pix predicts the salient contours in images, and

the outputs are in a familiar style resembling human drawing sketches. Methods sug-

gested in Photo-Sketching model [18] are also used in the sketches translation step.

Several image-to-sketch translation models were considered as design alternatives.
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Figure 3.3: Effects of segmentation masks in producing sketch images.

Sketch datasets can be grouped in several ways as shown in Table 3.1. In terms of

modality, single-modal sketch datasets contain only sketches while multimodal sketch

datasets include various modalities such as photos, text, 3D rendering, or video. Paired

multimodal dataesets support cross-modal applications (cross-modal retrieval, cross-

modal generation, etc.) and the knowledge base in this paper is also a paired multi-

modal dataset to support cross-modal retrieval of text, photos, and sketches.

Collection strategies of sketch datasets are also a criterion to classify the datasets.

For example, some datasets are created by researchers [36], [37], [38]. Other datasets

are collected via crowd-sourcing with platforms or online drawing games [31], [39],

[40], [41]. Web crawling is another option to build a massive sketch dataset with lim-

itations to obtain rich annotation compared with crowd-sourcing [42], [43]. Sketch

datasets’ potential usages are determined by both their collection and annotation pro-

tocol. The knowledge base in this paper (GennieMovie) leverages web crawling and

sketch generation from movie scenes, which is an efficient and scalable way to gather

paired multimodal sketch datasets adequate to storyboarding.

12



Table 3.1: Exemplary sketch datasets. “s” and “p” mean “sketches” and “photos”.

Datasets Modalities Size Annotations

SketchSeg-10K [36] single 10K s class, segmentation

SPG [37] single 20K s class, grouping

SketchSeg-150K [38] single 150K s class, segmentation

QuickDraw [31] single 50M+ s class

QMUL Chair [39] multimodal 297 s, 297 p pairing, triplet, attribute

QMUL Shoe [39] multimodal 419 s, 419 p pairing, triplet, attribute

PACS DG [42] multimodal 9991 (s, p, etc.) class

Sketchy [40] multimodal 75K s, 12K p class

GennieMovie multimodal 225K s, 225K p pairing

QuickDrawExtended [41] multimodal 330K s, 204K p class

DomainNet [43] multimodal 600K (s, p, etc.) class
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Figure 3.4: Prepared sketches and their sources (©Summit Entertainment).

3.3 Sentence-to-sketches retriever

A large-scale pre-trained language model [44] is employed to generate relevant sen-

tences to users’ inputs, while another large-scale pre-trained text-image co-embedding

model [22] is utilized to match the sentences to scenes using the similarity scores cal-

culated in the text-image joint embedding vector space. When a user inputs a sentence,

GPT-2 generates related sentences. This process is devised for suggesting various ideas

to a single input and adopted as the system’s module after conducting a test with an

explainable method [45] to examine the matching quality between the generated sen-

tences and the sketches. GPT-3 [46] could be a design alternative for this module.

After generating several related sentences from the input sentence, the CLIP model

finds the closest images in the co-embedding space utilizing pre-trained knowledge of

the relation between text and image. And then, matched sketches are picked with the

closest images and presented to the user. Sketches from the knowledge base depict

salient instances in images and have the flexibility and lack of scenery details to leave

room for users’ creative roles. Gennie represents multiple draft sketches, and the users

can get inspiration or utilize the sketches for their own stories. The CLIP’s matching

quality is expected to be enhanced via fine-tuning with the movie scene-subtitle pair.

14



Table 3.2: Specification of the large-scale pre-trained model (GPT-2)

Specification GPT-2 (S) GPT-2 (M) GPT-2 (L) GPT-2 (XL)

number of parameters 117M 345M 762M 1,542M

number of layers 12 24 36 48

model dimensionality 768 1024 1280 1600

Table 3.3: Specification of the large-scale pre-trained model (GPT-3)

Specification GPT-3 (S) GPT-3 (M) GPT-3 (L) GPT-3 175B

number of parameters 125M 350M 760M 175B

number of layers 12 24 24 96

model dimensionality 768 1024 1536 12288

The generative algorithm has a vast search space from which the output can be

derived and produce novel results. However, the generation-based approach has dif-

ficulties in its outputs being accepted as appropriate or satisfactory for human un-

derstanding. On the other hand, the retrieval-based approach produces valuable results

because experts can directly construct a search space. However, there is a disadvantage

in that the results can be limited to existing knowledge.

Thus, generation-based and retrieval-based methods are combined to develop Gen-

nie in this study. The knowledge base is constructed using a generation-based method

to explore novel sketches while keeping search spaces not far from human understand-

ing with movie scene references. Indexing is achieved with a multimodal embedding

model so that the scalability of data is preserved in a retrieval setting. Randomness or

ambiguity that occurs in the retrieval process is properly understood in the context of

applying to the user’s creative goal. The actual User-AI collaboration process analysis

is described in Chapter 4.
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Chapter 4

Experimental results

4.1 Experimental setup

Experiments were conducted several times. In the user study, participants (87 in total)

were recruited to observe user experiences interacting with the designed system. The

participants consisted of 5 amateur artists, 79 high school students, and 3 professional

cartoonists. Most of the participants were accustomed to dealing with touchscreen

devices and digital pens. The experiment took less than one hour and was screen-

recorded. Participants were asked whether they consented to the recording and pub-

lication of results under anonymity before starting the experiment and experimental

data was collected for only those who agreed.

Participants were asked to create a storyboard that consisted of four cuts with im-

ages and text, collaborating with Gennie. Examples of expected output storyboards

were shown in advance. The theme of the story and collaboration methods were not

restricted officially, while half of the participants followed the example story instruc-

tions. Participants were informed that they could use and modify the sketches sug-

gested by Gennie as they wanted to. Tablet PCs, digital pens, and sketch apps are

prepared for drawing tools. The storyboard template is also provided with a canvas

layer with four blank boxes for visual and horizontal lines for text description.//
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Figure 4.1: A series of scenes generated with the proposed system Gennie.

4.2 Procedure

Firstly, the participants were given instructions about interacting with Gennie and us-

ing the sketch app. Then, the participants experienced the whole collaboration process;

they asked Gennie to generate sketches, received the sketches, brought one to the can-

vas, and modified the sketch. Once the participants became familiar with this process,

they were asked to start to create a storyboard in their way.

After the experiment, some participants were asked to join a semi-structured inter-

view based on their overall experience and behaviors. Questions were prepared to ask

regarding general satisfaction and enjoyment with the produced outcome, collaborative

experiences with AI, and the perceived role of AI in co-creation. The screen-recorded

videos were used during the interview when needed.

17



4.3 User research

The interactive storyboarding process is visualized in Figure 4.8. The screen-recorded

videos, which include the process of generating storyboards by the participants with

Gennie, were behavior-coded. The vertical axis represents the participant number, and

the horizontal axis represents the time it took to complete the storyboard. The time

limit was set, but the experimental environment was free in time, and the participants

spent enough time creating a storyboard with Gennie. The specific meaning of the

color of the bars is as follows.

The part where the user interacts with the system is indicated in purple, and the

part where the user works on the canvas page is indicated in light green. In the purple

part, the user entered text into the system and selected a draft to be used for storyboard

production from the recommended sketches. In the light green part, users cut and paste

the recommended sketch into an empty storyboard template, draw sketches from the

beginning, or write text. In particular, the part where the user modifies and utilizes the

recommended sketches is marked in dark green.

As can be seen from Figure 4.8, the distribution of time spent on modifying the

recommended sketches has a large variance for each user in the free-drawing experi-

ment settings. If nothing happens on the screen or the cursor is moving meaningless,

that process is indicated by a solid black line. During the interview, no activity on the

screen mainly indicates that the user focused on brainstorming or thinking about the

storyline. The idle time was different for each participant but was relatively short as

interacting with Gennie.

Participants went through exploring how Gennie works in the beginning. Though

users were guided on using the Gennie before the experiment, participants wanted to

interact with Gennie to see how to respond to various inputs. Participants tried to com-

pare Gennie’s sketches by entering the same stories but different lengths of sentences

or different abstraction levels. The insights from the interview were interpreted based

on behavioral data.
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Figure 4.2: Samples of sketches produced by humans and Gennie in the user study.

For example, P8 stated that he tried to get a clear picture of how Gennie is working,

saying, “To understand how it works, I tried writing a short text, long text, and a

sarcastic expression.” P11 also commented, “I don’t know Gennie well, but in the

case of AI speech recognition, the AI system recognizes better for specific sentences.

So I thought there are certain sentences that Gennie recognizes well.”

In the free-drawing experimental setting, exploring the working principle of Gen-

nie was carried out in the early phase of storyboard creation. As shown in Figure 4.8,

there was no action on the screen recording in the beginning, and it alternated with the

action of simple hesitation or moving the cursor around quickly, which indicates the

users are brainstorming the scenario.

After finishing the investigation of Gennie, the participants gradually utilized sketches

presented by Gennie in their stories and proceeded to create a storyboard. The major-

ity of reactions were in the cases where Gennie’s abstract sketch was interpreted and

transformed into a story he/she had envisioned. There were cases of using Gennie’s

draft as initially intended or adding a few strokes to the output.
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Figure 4.3: Example of user’s perception of the suggested sketch.

P7 interpreted Gennie’s sketch as an image of a target, saying, “I saw that square

thing as an arrow. That felt like a goal.” P9 saw the composition that expressed the

specific scene that he had imagined. “This is how I look when I leave school. It feels

like all the students are leaving school.” P14 reported the experience of accurately

matching the desired scene, “I think this was the scene I thought of. A woman was

standing in front of me who looked like a TV (the object - pointing at a specific sketch),

so I thought that I could complete the scene with this draft.” Participants felt that

Gennie’s drawings were carefully recommended for their scene ideas in this case.

There were cases where questions were raised about Gennie’s outputs as the sug-

gested sketches did not fit the participants’ intentions. In addition, there were cases

where Gennie felt that the desired picture was not presented, thus Gennie’s recom-

mendation was excluded from the creative process. There were also cases where the

irrelevant results lead to entirely different new stories.

Figure 4.4 shows that the participants evaluate the storyboard creation process with

Gennie as a satisfying experience. The proposed system has the potential to better

engage the artists with the results for the questions in the first column while the graphs

in the second column indicate that the co-creation process requires some time to adapt.

Figure 4.5 and Table 4.1 indicate that the users adapt to leverage Gennie after the first

storyboarding (instruction-given and sketch setting).
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Figure 4.4: Participants’ responses to each question.

Figure 4.5: The distribution of time to complete the storyboarding task with Gennie.

Table 4.1: Statistics of the user study. The participants take significantly less time to

finish the task with the proposed system on the second try.

Statistics First Try (w/ Gennie) Second Try (w/ Gennie) w/o Gennie

Mean (seconds) 558.34 400.36 564.73

SD (seconds) 105.12 139.43 158.73

N 44 44 41

21



Figure 4.6: Use case of the interactive storyboarding system.

4.4 Participants’ strategies in interactive storyboarding

Users had mainly two goals leveraging the interactive storyboarding system: generat-

ing a new topic and drawing a specific scene. The users employed different strategies

to achieve each goal. In order to achieve their task goal of creating a free-topic story-

board, participants used Gennie in different manners.

First, users utilize Gennie as a trigger to compose a storyline. Inspired by the pro-

posed sketches, participants came up with interesting subjects and stories. Results from

Gennie were used as various triggers for participants’ ideations in this case. Once par-

ticipants succeeded in getting some clues to start a story from Gennie, they went on

their way to creating storyboards without Gennie.

Second, participants used Gennie as a tool to sketch out scenes to represent their

stories. When participants could not specify how they should sketch the scenes from

their topics, they interacted with Gennie to get insights into how to fill their stories.

Even when Gennie created unexpected results, participants did not ignore the results;

they reflected the sketches on their stories.

The two behaviors above were not clearly divided, as participants used Gennie for

diverse needs as shown in Figure 4.9. When the users anticipated Gennie’s outputs

depicting high-level concepts, participants used the engine as a casual partner in the

ideation. When participants expected more specific results from Gennie, input become

detailed. Figure 4.10 shows participants’ search history implying the user’s approaches

using the system. The asterisk means the sketch was picked in that sentence.
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Figure 4.7: A feedback loop to improve the proposed system. The candidate sketches-

selected sketch pair can be utilized to customize the recommendation.

Drawing a storyboard is crucial to planning any form of visual narrative. The com-

position of the objects in the frame and the point of view created by the angle can

significantly enhance or alter how the viewer entertains the visual story. The AI agent

Gennie is developed in this regard to help extend the limits of an individual’s imagi-

nation and creativity. Gennie is not only a novel invention but also a growing partner

in collaboration with the user with feedback loop works as Figure 4.7.
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Figure 4.8: Process of creating storyboards by participants.
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Figure 4.9: The professional cartoonists developed ideas from Gennie’s sketches.
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Figure 4.10: Search-history of the participants.
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Chapter 5

Conclusion

This paper focused on storyboard generation, which has multimodal characteristics

for visual storytelling. The AI system was developed for storyboard co-creation with

users. Several deep learning models, including large-scale pre-trained models, were

effectively incorporated to implement a user-friendly and practical system. Gennie is

an early step towards intelligent systems that support human-in-the-loop applications

for communicating and developing ideas in storyboard generation.
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초록

인공지능기술이가져오는변화는전산업과시스템을망라한다.엔터테인먼트,

문화콘텐츠산업또한인공지능기술의발전에영향을받고있다.인공지능기반의

시스템이 콘텐츠 제작에 큰 활약을 할 것으로 기대되지만, 여전히 상용화할 만한

인공지능 애플리케이션을 구축하는 것은 도전적인 문제이다. 본 논문에서는 스토

리보드를 제작할 때 사용되는 새로운 시스템 ‘젠이’를 제시한다. GPT-2, CLIP 등

최근 괄목할 만한 성과를 보여준 대규모 사전학습 모델을 이용해 젠이 시스템을

구축했다. 잘 설계된 목표함수와 막대한 파라미터를 통해 효과적으로 지식 기반을

구성하는 대규모 사전학습 모델의 이점을 시스템에 활용하고자 하였다. 그리하여

사용자는젠이를활용해머릿속의장면구상을빠르게시각화할수있다.본논문은

사용자 스터디를 통해 인터랙티브 스토리보딩 시스템으로 스토리보드를 창작하는

과정을시각화하고시사점을제시한다.

주요어:스토리보딩,멀티모달임베딩,대규모사전학습모델

학번: 2019-21939
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