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Abstract

This dissertation focuses on the learning-based autonomous navigation prob-

lem. To deploy an autonomous framework to the real world, it is necessary to de-

sign a general-purpose controller that can operate in various road environments.

Previous methodologies have used case-specific methodologies, which means that

a specific road environment is assumed for each case when designing a controller.

A controller designed in this case-specific manner cannot properly operate in

an unseen road environment which has not been addressed before. In addition,

since the types of road environments are diverse, developing a general-purpose

autonomous driving controller requires a lot of development time and cost. There-

fore, a new kind of methodology, which is not limited to a specific road environ-

ment, is required to develop a general-purpose autonomous driving controller.

This dissertation aims to design a controller which operates universally without

assuming a specific road environment. For this purpose, we employ a learning-

based controller and focus on improving general driving performance through

learning in various environments. In particular, to make the controller capture

the features of various road environments, we suggest providing information about

a road environment as input for the controller. Road environment information is

encoded using a graph, and the controller enhances the driving performance by

learning the encoded features of the road graph. This dissertation deals with three

major issues related to utilizing a road graph.

First, this dissertation deals with a graph-based methodology for encoding road

environment information. In general, the movement of a vehicle on the road is

affected by the shape of the road. Therefore, when figuring out the location infor-

mation of the vehicle, the shape of the road on which the vehicle is located must

be considered together. For this purpose, we propose a representation method

which reflects roads in the form of graphs and links the location information of

vehicles to road graphs. We also propose a novel network structure capable of



processing such road graph representations. Experimental results demonstrate

that encoding a state by a road graph helps to generalize the controller’s driving

environment.

Second, this dissertation deals with a methodology that fuses road environment

information with other sensor data. A road graph represents the structure of a

road and the location of nearby vehicles but does not represent other information

required to drive in a real world road environment. For example, information

such as road signs and traffic signals is difficult to express by a road graph.

To address this issue, we propose to combine a road graph with other sensor

data such as images and LiDAR. Information that could not be obtained by

a road graph is supplemented through other sensor data information. We also

propose a novel network architecture which can fuse a road graph with various

sensor data. Through the proposed network architecture, the controller succeeds

in autonomous driving even in complex road environments. Experimental results

demonstrate that the proposed fusion-based method helps to figure out the road

environment state.

Finally, this dissertation deals with a methodology that can detect possible

errors on road graphs and thereby prevent the degradation of autonomous driving

performance. A road graph based controller requires a road graph database to be

prepared in advance. However, roads can be continually changed due to several

reasons, such as road construction. If these changes are not reflected in the road

graph database, the controller receives incorrect road information as input. A

slow update to the road graph can cause controller performance degradation, and

therefore an error detection method is necessary to prevent such degradation. For

this purpose, we propose a methodology which can detect road graph errors. We

first define errors that may occur due to road changes and propose road graph

change detection modules which can detect these errors. Experimental results

show that road graph change detection can be used to improve the performance



of an autonomous driving controller.

Keywords: Autonomous Driving, Road Graph, Reinforcement Learning, Im-

itation Learning, State Representation, Navigation, Image Processing, Object

Detection
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Chapter 1

Introduction

1.1 Motivation

Autonomous vehicle navigation has been studied by a number of researchers for a

long time. In particular, learning-based autonomous vehicle navigation has been

widely studied with the development of deep neural network. Many existing stud-

ies about autonomous driving have been performed using a driving simulator for

safety. One of the most popular examples of simulators is the highway simula-

tor using the NGSIM dataset [34]. The NGSIM dataset was collected by taking

videos from a highway traffic camera, and several works [17, 15, 41] have con-

structed an open-loop driving simulator by making vehicles follow the trajectories

of the NGSIM dataset. Many other studies have suggested using a closed-loop

driving simulator where the movements of vehicles are changed in response to

the ego vehicle’s action. In these studies, road structures such as merging roads

[59, 54], intersections [45], or city streets [24] have been used to test the driving

performance of an autonomous vehicle. In most of their works, however, they

have used the same road structure for both training and testing. This can cause

a generalization issue when the vehicle controller is deployed into a real world

environment. If the driving agent is tested in a new unseen environment, it is

1



Chapter 1. Introduction

(a) (b)

Figure 1.1: An example of road graph representation. (a) Bird’s eye view image

of a urban driving environment. (b) Corresponding road graph.

likely to fail to drive because it lacks the knowledge of the new environment.

When training a generalized framework which can drive in various road envi-

ronments, one of the most important issues for a driving agent is how to capture

the structural information of a road. Road graph representation is one of the

methods to express the structural information of a road. Road graph is a graph

which shows the shape and structure of a road. Figure 1.1 shows an example of

the road graph. In a road graph, each node is a sampled point at which a vehicle

can be located on the road. In addition, each edge is connected when the vehicle

can move between each node. Through this road graph, it is possible to represent

the road’s positional and directional information. A road graph also can have

various features for each node and edge. For example, node or edge features can

contain road direction information, or traffic information.. Through this method,

an autonomous driving agent can effectively obtain useful information.

Unlike the state presentation used in the existing autonomous driving problem,

the road graph presentation has the advantage of effectively transmitting road

information. In the case of the feature vector based presentation, there is a limit

to expressing complex and various forms of roads with only simple vectors. In the

case of image based representation, it requires more memory to fully show the road

2



Chapter 1. Introduction

structure, compared to the road graph. Therefore, the road graph presentation is

a more suitable state representation for the autonomous driving problems.

Several works have represented this structural information in the form of a

graph. Gao et al. [29] vectorized components on a road and expressed the re-

lationship between each vector as a graph. Similarly, Liang et al. [52] proposed

a graph representation which can represent lanes in a road. However, they only

focused on the prediction of vehicle movements, and their works have not been

applied in the field of vehicle control. In addition, their works have a limitation

because their frameworks use the dataset [10] which is collected from relatively

simple road environments such as an intersection.

In this dissertation, we focus on enhancing the generalized performance of

autonomous driving by providing a road graph based state representation. We

also provide a novel driving framework which can leverage both a road graph

and other sensor data. In addition, we focus on several issues which can occur

when a road graph representation is applied to a real world environment. For the

robustness of our framework, we aim to detect errors in a road graph which can

occur by road changes.

1.2 Organization of the dissertation

From Chapter 2 to Chapter 5, we cover several research topics about road graph

presentation and its application. In this section, we explain the organization of

the dissertation.

In Chapter 2, we introduce backgrounds of learning-based automatic vehicle

navigation. We mainly cover learning-based frameworks which is widely used in

autonomous driving. We introduce reinforcement learning and imitation learning

framework. We then explain how each framework has been applied in the au-

tonomous driving field. We also cover various types of state representation which

3



Chapter 1. Introduction

are used as inputs for learning-based driving frameworks. We describe the ad-

vantages and disadvantages of each representation method and explain how each

method is used in autonomous driving.

In Chapter 3, we propose road graph neural network (Road-GNN), which is

an autonomous driving framework using a road graph presentation. Road-GNN

consists of several encoding processes. Road-GNN first encodes node and edge

features of a road graph using a deep neural network. Road-GNN then encodes the

road graph information. The encoded features are recorded in historical memory

and combined together. Finally, Road-GNN takes the final encoded features as an

input and is trained with a reinforcement learning framework. In the experiment,

we demonstrate that the proposed representation method is more effective than

other methods when training a learning-based driving agent.

In Chapter 4, we propose road image attention network (RIANet), which can

solve an issue in a road graph based controller. In a road graph, crucial infor-

mation for driving, such as a traffic light or sign, is ignored. Since Road-GNN

uses only a road graph as an input, it does not consider this crucial information

when driving in the real world. To solve this issue, we propose a fusion-based

driving framework which can leverage information from both road graphs and

other sensor data. In the experiment, we experimentally show that the proposed

framework outperforms the other frameworks by fusing the sensor data.

In Chapter 5, we propose a detection framework which detect a road change

error in a road graph. A road graph can be changed due to road construction,

and this change can reduce the performance of a driving agent. To solve this

issue, we propose several road change detection methods to filter out unreliable

and inaccurate road graphs. We also suggest a robust driving framework named

RIANet++, which combines the proposed road change detection modules with

the road graph based controller module. Through the proposed framework, we

can measure the unreliability of a road graph and consider it when controlling

4



Chapter 1. Introduction

the ego-vehicle.

5
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Chapter 2

Background

In this chapter, we introduce learning-based frameworks which are widely used

in autonomous driving. There are two major issues related to training an au-

tonomous driving agent. First, deciding how to train an autonomous driving agent

is an important issue because the driving performance of an agent is influenced

by its learning algorithm. Second, deciding which information to give is another

important issue because the control of an agent is influenced by its input. Those

two issues are essential for training an agent and have been addressed in various

studies. The remainder of this chapter covers those two issues and introduces

various methods related to each issue.

2.1 Learning Algorithm for Autonomous Driving

There are several learning-based autonomous driving frameworks. Unlike other

non-learning-based frameworks, such as model predictive control (MPC), learning-

based frameworks enable improving performance without requiring complex phys-

ical vehicle modeling. Reinforcement learning and imitation learning are among

the most frequently and widely used learning-based frameworks. These two frame-

works are generally combined with deep learning for scalability. Unlike other

7



Chapter 2. Background

methods, deep learning based frameworks can handle a high dimensional input,

such as a camera image or LiDAR cloud point data.

2.1.1 Reinforcement Learning

Reinforcement learning (RL) is a framework which trains an agent through a spe-

cific pre-defined reward. In a reinforcement learning framework, the autonomous

driving problem is formulated using a Markov decision process (MDP). For each

timestep t, the agent observes the current state st. The agent then uses the policy

π to determine an action at. The action at is a control signal which can include a

target speed, acceleration, or steering. Each action may be a useful control signal

which drives a vehicle safely or, otherwise, a harmful control signal which causes

an accident. As a result of the action, the agent’s state is changed to the next

state st+1. During the training, the agent receives a pre-determined reward rt

according to the result of the action. The goal of reinforcement learning is to

maximize the expected sum of rewards Eπ[
∑

t γ
trt], where γ is a discount factor.

One of the most popular reinforcement learning algorithms is Deep Q-Network

(DQN) [56]. DQN is also known as a Q-learning based reinforcement learning

framework. In DQN, a neural network named Q-network predicts a state-action

value of each action, which is the expected sum of rewards. The state-action value

Q is defined as follows:

Q(s, a) = E[
∑
t

γtrt|st = s, at = a] (2.1)

Here, the policy of the agent is defined as an argmax policy.

π(st) = arg max
a

Qθ(st, a), (2.2)

where Qθ is a Q-network and θ is a training parameter. At each iteration, Qθ is

updated using the following loss function:

L = E(s,a,r,s′)∼Dexp
[(r + γmax

a′
Qθ(s

′, a′) −Qθ(s, a))2], (2.3)

8
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where Dexp is a set of experiences of the agent.

In contrast to DQN, trust region policy optimization (TRPO) [72] is an actor-

critic based reinforcement learning framework. Unlike Q-learning, an actor-critic

based framework separates the network that calculates a policy from the network

that calculates a value. Each network is named as a policy network π (actor) and

a value network V (critic), respectively. In TRPO, the networks are trained while

solving the following optimization problem.

maximize
θ

E[
πθ(at|st)
πθold(at|st)

Ât]

subject to E[KL[πθold(·|st), πθ(·|st)]] ≤ δ,

(2.4)

where KL is a KL divergence, θold is a training parameter before the update,

and Ât = −V (st) + γT−tV (sT ) +
∑T−1

k=t γ
k−trk is an advantage estimator which

indicates how much the expected sum of reward will be improved compared with

the current state. The constraint of Equation 2.6 is called a trust region. The

trust region constraint prevents the policy from being changed too much when

it is updated. In this way, TRPO guarantees a monotonic improvement of the

policy network π. The value network V is updated by a square-error loss LV F .

LV F = (Vθ(st) − V target
t )2, (2.5)

where V target
t is a target value computed from the sampled experience. PPO

computes Ât through the value network V for each iteration.

Proximal policy optimization (PPO) [73] simplifies the optimization process

of TRPO. PPO denotes the probability ratio πθ(at|st)
πθold

(at|st) as R(θ) = πθ(at|st)
πθold

(at|st) .

Instead of KL divergence constraint, PPO uses a clipped surrogate objective as

follows.

maximize
θ

E[min(Rt(θ)Ât, clip(Rt(θ), 1 − ϵ, 1 + ϵ)Ât)], (2.6)

where clip is a clipping operator which clips the surrogate objective Rt(θ)Ât

between the interval [(1 − ϵ)Ât, (1 + ϵ)Ât] with a small margin ϵ.

9
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Reinforcement learning frameworks have been applied to several works in the

field of autonomous driving. In many works, a driving simulator is used to train

a deep learning based reinforcement learning policy. For example, DQN [56] was

applied by Nishitani et al. [59] to train an agent which drives on a merging road.

To enhance the learning efficiency, they also suggested training an embedding

network which predicts the vehicle speed. In their framework, the reward function

is designed to minimize the impact of the merging on traffic flow. The agent

obtains a zero reward while the ego vehicle is on the ramp. After the merging

is completed, the agent obtains the merging completion reward according to the

average speed of all vehicles. To minimize the reward, the agent must merge

smoothly and make no slowdown in the traffic flow. PPO [73] has also been used

by several works to train a driving agent. Saxena et al. [70] used PPO to train

a driving agent who can drive on a dense and crowded road. In their work, they

suggested a reward function and an observation which are carefully designed

for driving in dense traffic. Likewise, Osiński et al. [60] trained a driving agent

using PPO. Compared to the other methods, they used a more realistic driving

simulator which mimics a real world road structure and scenario.

There are two major difficulties when applying a reinforcement learning frame-

work to the autonomous driving problem. First, it is difficult to give full state

information to the agent. The state information of a real world environment can

be obtained from a sensor such as a camera. However, it is impossible to grasp

perfect state information because a sensor may be noisy and not perfect. For

example, distortion of a camera lens, low resolution, or limited field of view can

make it challenging to identify surrounding objects accurately. In addition, an oc-

clusion by an object can block the field of view of a camera. Partially observable

Markov decision process (POMDP) has been proposed to deal with this issue. In

POMDP, the observation ot, which represents the information from the sensor

data, is used instead of the state. The observation ot can include various sensor
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data such as RGB camera image, LiDAR sensor data, or speedometer. The type

of sensors can vary depending on the problem. Second, it is difficult to train a

reinforcement learning policy in a real world environment. In reinforcement learn-

ing, an agent continuously interacts with the environment. An agent should avoid

moving obstacles and should not violate the traffic light signal. An agent failing to

follow traffic rules can occur dangerous situations such as collisions and injuries.

However, since a reinforcement learning based agent does not work well at the

beginning of training, it is not possible to train an agent without any accident. In

addition, an agent cannot learn to avoid undesirable actions without an accident

because it requires receiving a negative reward by experiencing such a danger-

ous situation beforehand. Therefore, it is not possible to train an agent in a real

world environment. For safety, many existing works have used a driving simula-

tor for training an agent. Now a day, driving simulators can provide a realistic

road environment. For example, CARLA simulator [25] can simulate jaywalking

pedestrians, traffic lights, or weather changes. However, even if a simulator is sim-

ilar to a real world environment, there is inevitably a difference between a real

world environment and a simulator. This difference makes it difficult to deploy a

reinforcement learning based agent in a real world environment.

2.1.2 Imitation Learning

Imitation learning (IL) is a framework which trains an agent using a pre-collected

expert dataset. The goal of imitation learning is to find an optimal policy from

expert demonstrations. In detail, an agent is given a set of expert demonstrations,

which is defined as follows:

DπE = {(s0, a0), (s1, a1), · · · , (sT , aT )}, (2.7)

where T is a demonstration length. DπE is assumed to be collected by an ex-

pert policy πE . The expert policy πE maximizes the expected sum of rewards

11



Chapter 2. Background

Eπ[
∑

t γ
trt], where rt is a reward and γ is a discount factor. In contrast to rein-

forcement learning, however, the reward rt is hidden and not known to the agent.

Therefore, the agent should find an optimal policy without knowing the reward

function.

One of the most straightforward frameworks for imitation learning is behav-

ior cloning (BC). A behavior cloning framework trains a policy in a supervised

learning manner. In a general BC framework, a policy is defined using a neural

network. The network is trained with the following log-likelihood loss function:

L = −E(s,a)∼DπE
[log πθ(a|s)], (2.8)

where θ is a training parameter.

Another example of imitation learning frameworks is generative advertising

imaging learning (GAIL). Similar to [31], GAIL trains a policy by adversarial

learning between a generator (policy) and a discriminator. The objective of GAIL

is formulated as follows:

min
π

max
D

Eπ [log(D(s, a))] + EπE [log(1 −D(s, a))] − λH(π), (2.9)

where D : S×A 7→ (0, 1) is a discriminator, H(π) = Eπ[− log π(a|s)] is the causal

entropy of the policy π, and λ is a scale parameter. The discriminator D returns

the probability of whether a given demonstration is from the agent policy π or

the expert policy πE . During the optimization process, the discriminator D is

trained to discriminate the input demonstrations while the policy π is trained

to trick the discriminator and generate a demonstration which is similar to the

expert demonstrations.

There are a number of examples where an imitation learning framework is

applied to the autonomous driving problem. A behavior cloning framework is

used to train a driving agent by several works. Dosovitskiy et al. [25] suggested

using an urban scene simulator to train a driving agent. They provide a bench-
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mark for urban scene driving and compare the training results of a reinforce-

ment learning and imitation learning based agent. Codevilla et al. [20] improved

the performance of urban driving by investigating the limitations of a behavior

cloning based controller. In particular, they propose to divide the module into

two parts: perception network and low-level controller. The perception network

part calculates the future trajectory of the ego-vehicle through imitation learn-

ing, and the low-level controller part follows the calculated trajectory through

PID control. Chen et al. [11] proposed a two-stage learning process which can

overcome the limitation of behavior cloning. First, they train a privileged agent

which can access privileged information. This privileged information includes a

bird’s eye view map of the scene, which contains the indicators of objects, road

features, and traffic lights. Second, they train a sensorimotor agent, which can

only perceive the scene via sensors. The privileged agent works as a teacher to

the sensorimotor agent and provides online expert trajectories. This two-stage

process helps to boost the performance of a vision-based driving agent. GAIL

[43] is also a widely used framework in autonomous driving. Bhattacharyya et

al. [5] suggested a GAIL based driving policy generation framework which can

simulate a multi-agent driving scenario. Lee et al. [50] also trained a GAIL based

agent which can drive in a simulator. In their framework, the agent is trained not

only using expert demonstrations but also negative demonstrations, which can

teach the agent what should not be performed.

Compared to reinforcement learning, an imitation learning framework has two

advantages. First, imitation learning does not require designing a reward function.

In order to use reinforcement learning, it is necessary to design a reward suitable

for the situation according to each state and action. For example, it can be

designed to give a positive reward if the vehicle drives normally and a negative

reward if the vehicle collides with another vehicle. However, it is difficult to

define in which situations to give rewards and how many rewards to give. If the
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reward is not adequately defined, the vehicle will not operate as a regular human

driver. Therefore, the reward design is a complex task and requires much labor.

On the other hand, imitation learning is relatively less complex because it only

needs to collect expert demonstrations without a reward design. Second, imitation

learning is relatively secure for safety issues which can occur during the training

process. As explained in Section 2.1.1, reinforcement learning has a safety issue

while training an agent in a real world environment. A reinforcement learning

agent should experience a collision before learning to avoid it. This approach

consequently leads to an accident in a real world environment. An imitation

learning agent, on the other hand, does not have to experience an accident to learn

to avoid it. Also, data for imitation learning can be collected by an expert policy,

which is less likely to commit accidents. This makes the process of imitation

learning relatively secure compared to reinforcement learning.

Imitation learning also has a disadvantage compared to reinforcement learn-

ing: an agent trained by imitation learning may be vulnerable to environmental

changes because interactions with the environment are not performed when train-

ing the agent. For example, assume that expert data is collected while following

the exact center of a road. If an agent is fully-trained and exactly follows the

given trajectory, it can imitate the expert policy and successfully drive. However,

suppose that the agent slightly deviates from the trajectory. In this case, the

agent will not be able to successfully correct the deviation because those actions

are not collected in the dataset. This data mismatching issue is generally called

a covariance shift. This issue can be easily solved in reinforcement learning by

giving a deviation value as a negative reward. It makes the agent learn how to

recover the deviation when the vehicle is off the center of a road. In imitation

learning, this issue can be solved by collecting sufficient data from scratch or by

continually collecting additional data with the expert policy [69].
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2.2 State Representation for Autonomous Driving

There are two major points to consider when defining a state representation.

First, a state representation should be informative. There is essential information

which is needed to solve an autonomous driving problem. For example, knowing

the locations of vehicles or pedestrians are essential for safety. Therefore, this

essential information should be contained in a state representation or at least

inferred through it. Second, a state representation should consist of a compact

data structure. There is a limit to the amount of data that a controller can

process during driving. If the size of the data is too large, the time complexity

of the control will inevitably increase. Since an autonomous driving agent must

work in real-time, the data should be as simple as possible.

There are several types of state representation which have been used by existing

autonomous driving studies. For example, the following state representations have

been used by multiple researchers: feature-based representation, bird’s eye view

image representation, and egocentric representation. In the remainder of this

section, we explain each state presentation and discuss its properties in terms of

informativeness and compactness.

2.2.1 Feature-Based Representation

Feature-based representation method represents a state using a single feature

vector. A feature vector can be defined in different ways depending on its prob-

lem. For example, the distance and relative speed to other vehicles is one of the

frequently used features. Feature-based representation has been used in many ex-

isting autonomous driving studies because it is simple and easy to calculate in a

simulator. Choi et al. [17] assumed a straight highway environment, and they de-

signed a feature vector which contains the frontal distances to the vehicles. More

specifically, the feature vector considers the three closest frontal distances on the
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Figure 2.1: An example of distance features. A feature vector consists of the

distances from the ego vehicle (red) to three frontal and three rearward vehicles

(blue).

left (dlf ), center dcf , and right lanes drf . In addition to the frontal distances, the

feature vector contains the lane deviation distance (ddev). Their feature represen-

tation is defined as follows:

f = (dlf , dcf , drf , ddev) (2.10)

In [18] and [15], a feature vector also contains the rearward distances to other

vehicles on the left (dlr), center (dcr), and right lanes (drr). Their feature repre-

sentation is extended from Equation 2.10 and defined as follows:

f = (dlf , dcf , drf , dlr, dcr, drr, ddev) (2.11)

Figure 2.1 illustrates each component of a feature vector in Equation 2.11.

Schmerling et al. [71] designed a feature vector using the 2D position of vehicles.

In their framework, they assumed that two vehicles are interacting with each other

on a highway. The positions of the vehicles are represented in the 2D coordinate

system of a highway environment. Their feature vector is defined as follows:

f = (sego, tego, sother, tother), (2.12)

where sego and sother are longitudinal positions of the ego and the other vehicle,

tego and tother are lateral positions of the ego and the other vehicle. Each feature
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Figure 2.2: An example of longitudinal and lateral positions. The positions of the

ego-vehicle (red) and the other vehicle (blue) are computed by the 2D coordinate

system of a highway environment.

component is computed by the distance to the origin of the road. Figure 2.2

illustrates an example of a feature vector.

Werling et al. [82] used the position of a vehicle as a feature vector, which

is represented by a Frenet coordinate frame [9]. The Frenet coordinate frame

is a generalization of the Cartesian coordinate frame. Similar to the Cartesian

coordinate, the position of a vehicle in the Frenet coordinate is represented using

a longitudinal distance s and a lateral distance t.

f = (s, t) (2.13)

Unlike the Cartesian coordinate, however, s and t are calculated from a relative

distance to a reference path. In the Frenet coordinate, the s-coordinate is defined

as the run length of the vehicle, and the t-coordinate is defined as the vertical

deviation from the reference path. Figure 2.3 illustrates an example of a Frenet

coordinate frame. It is possible for a reference path to have a curved shape.

Therefore, the Frenet coordinate frame allows a more intuitive representation of

a vehicle’s position on a curved road.

There are several issues when adapting a feature-based representation to the

autonomous driving problem. First, it is difficult to compute an exact value of

a feature in a real world environment. In a simulator environment, features can

be easily calculated. In a real world environment, however, it is necessary to first
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Figure 2.3: An example of a Frenet coordinate frame. A blue curved line indicates

a reference path of a road. A s coordinate follows the direction of the reference

path, and a t coordinate follows the orthogonal direction of the s coordinate.

perceive sensory data before calculating a feature vector. For example, suppose

that there is an agent which tries to compute a positional feature of nearby vehi-

cles through a sensor. In this case, the agent first needs to detect nearby vehicles

through sensor data. The agent then needs to find the positions of nearby vehicles

by estimating the distances to them. During this process, there is a possibility that

detection may fail, or there may be a noise in the estimated distances. Existing

studies about autonomous driving [17, 18, 15, 71, 82] have assumed that vehicles’

positions can be estimated without an error. However, there is no guarantee that

there are no errors when using positional features in a real world environment.

This error interferes with the controller’s learning process and degrades its perfor-

mance. Second, it is difficult to quantify a state of a real world environment only

with a simple vector feature. One of the features which are difficult to represent

by a single vector is the vehicle type. Each vehicle on the road moves differently

depending on the vehicle type. Motorcycles, for example, are easy to change lanes,

and in some cases, they even pass through the boundary between two lanes. On
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the other hand, large vehicles such as buses are relatively less likely to change

lanes. However, it is difficult to vectorize the vehicle type because there are too

many types of vehicles in the real world. One possible way is to vectorize the ve-

hicle type is a one-hot vector encoding [74, 7]. However, one-hot vector encoding

also has a limitation because it can only represent a fixed number of vehicle types.

Zero-shot learning framework [2], which can classify unseen labels, has been sug-

gested to solve this issue. However, zero-shot learning requires learning semantic

information of the class before classification. Finally, it is difficult to define a

feature vector which can reflect road structural information. The movement of a

vehicle is affected by the shape of a road. Since the movement of the vehicle is

greatly affected by the shape of the road, such road structural information must

be fed to a controller when a vehicle is driven. For example, suppose that there

are two different scenarios: a one-way road environment (Figure 2.4(a)) and a

two-way road environment (Figure 2.4(b)). In Figure 2.4(a), each vehicle is cur-

rently driving safely. Since the two vehicles are not violating traffic rules, it can

be said that the probability of an accident is low. In Figure 2.4(b), on the other

hand, the blue vehicle is violating a traffic rule by crossing the center line. In this

case, it can be easily predicted that the blue vehicle will either cause an accident

with an oncoming vehicle or attempt to cut into the lane where the red vehicle is

currently located. Therefore, the two scenarios are significantly different in terms

of dangerousness. However, because the blue vehicle has the same distance as the

red vehicle, the distance feature must be calculated equally in both scenarios.

This makes it difficult for a controller to distinguish the state difference between

the two scenarios. Therefore, a controller trained only with a feature vector input

may not recognize the dangerousness in Figure 2.4(b). A positional feature which

is specified by a Cartesian [71] or Frenet [82] coordinate can help solve this issue.

By assigning a negative sign when a vehicle is on the other side of the road, a

feature vector can represent the difference between the two scenarios. However,
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(a)

(b)

Figure 2.4: Two different example scenarios on a straight road environment. (a)

A one-way road. Two vehicles are safely driving on the road. (b) A two-way road.

The blue vehicle is violating a traffic rule by crossing the center line.
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the positional feature also cannot represent a road’s structural information when

a road has a complicated shape, such as an intersection or roundabout. Because

a reference path cannot have a branch, the positional features are only useful for

representing a state on a straight or curved highway environment.

2.2.2 Bird’s Eye View Image Representation

Bird’s eye view (BEV) image representation method represents a state by an

image which is captured from the top-down viewpoint. Figure 2.5(a) and Figure

2.5(c) shows an example of BEV images. A BEV image representation contains

more information compared to a feature-based representation. For example, a

direction and position of a lane, a position of a crosswalk, and a curvature of a

road can be inferred through a BEV image.

It is not necessary to represent a bird’s eye view of the scene as a raw RGB

image. For example, semantic information such as road lane and vehicle location

can be included in a BEV image. Each object on the road can be represented with

pixels by colorizing the area where an object occupies. This semantic image is

also called a rasterized image. Figure 2.5(b) and Figure 2.5(d) shows an example

of rasterized images. A rasterized image is more useful than a raw BEV image

because it is relatively easy to identify an object in a rasterized image. Advances

in image processing technologies such as object detection [64, 38, 39, 7] and

semantic segmentation [68, 12, 13] have helped to extract this rasterized image

from a raw BEV image.

Nishitani et al. [59] trained a reinforcement learning based agent using a BEV

image input. In their work, the input is given as a rasterized image. Similarly,

Henaff et al. [41] used a rasterized BEV image as an input to train an imitation

learning based agent which can drive on a highway simulator.

There are several issues when applying BEV image representation to a real

world autonomous driving problem. First, it is not possible to capture a BEV
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(a) (b)

(c) (d)

Figure 2.5: An example of bird’s eye view images. (Left) Bird’s eye view images

in the CARLA simulator [25]. (Right) Corresponding rasterized images which

contain semantic information. The red lines represent lanes on the road. The

blue box represents the ego-vehicle. The green boxes represent the other vehicles.
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image in a real world environment. Before taking a BEV image, a camera must

be installed in a position which is much higher than that of a vehicle. When

moving a vehicle in a real world environment, however, it is not possible to place

a camera in the air. Therefore, it is hard to take and use a BEV image in a real

world environment. There is another way to use a BEV image in a real world envi-

ronment. A BEV image can be synthesized from multiple vehicle-mounted camera

images [65]. However, in this case, the synthesized BEV image can be incomplete

due to occlusions or perspective transform errors. Second, a BEV image does not

contain information about traffic, such as traffic signs. The movement of a vehicle

is restricted by the traffic signs on the road. For example, a vehicle is prohibited

from turning left when there is a no left turn sign on the road. Similarly, if there is

a speed limit sign on the road, the vehicle must drive at a speed below the speed

limit. However, it is difficult to represent this traffic information on a BEV image.

One of the solutions to this issue is to add an image channel, which represents a

traffic rule, to the rasterized image. For example, Jain et al. [46] represented the

information about traffic lights by three image channels which indicate the state

of traffic lights. In their work, the pixels of a channel indicates the area which is

controlled by red, yellow, or green traffic light, respectively. Their representation,

however, only contains information about traffic lights, not about the other traffic

signs, such as speed limit signs. The number of the types of traffic signs can be

increased by increasing the number of image channels. However, if the number

of image channels is increased, the BEV representation data size will also be in-

creased. Therefore, it is difficult to represent traffic sign information as a BEV

image without increasing the data size and complexity of the representation.

2.2.3 Egocentric View Image Representation

Egocentric view image representation method represents a state using an image

which is captured from an egocentric camera. An egocentric image is also called
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a first-person view image. A camera for an egocentric image is usually attached

directly to a vehicle and shows the vehicle’s surrounding environment. Figure

2.7(a) shows an example of an egocentric view image. There are a number of

types of egocentric view cameras which can be used in autonomous driving. Many

recent works have used only a single forward-facing camera to drive a vehicle.

For example, Dosvitskiy et al. [25] and Codevilla et al. [20] used a forward-

facing camera image to train an autonomous driving agent in an urban driving

simulator. Hawke et al. [36], on the other hand, trained an agent to drive using

multiple camera image inputs. In their work, a state presentation consists of

camera images captured from three different viewpoints: left, center, and right.

To fuse three different images, they designed a deep learning based fusion network.

An egocentric view image representation not only uses a raw RGB image but

also can use a pre-processed image. One of the examples of pre-processing is

semantic segmentation [68, 12, 13]. In a semantic segmentation process, the pixels

of an image are clustered and classified according to the object class they belong

to. Figure 2.7(b) shows an example of semantic segmentation image, which is

processed from Figure 2.7(a). In a semantic segmentation image, each pixel has

one object class. In Figure 2.7(b), each pixel is colored in different colors according

to the object class. For example, roads are purple, vehicles are blue, lane markings

are green, and the pixels without class are colored black. Sobh et al. [75] used a

semantic segmentation image as an input to a driving agent. In their work, they

obtained a semantic segmentation image through U-net [68] architecture.

Object detection [64, 38, 39, 7] is another example of pre-processing methods.

In recent years, object detection has been widely used in the field of autonomous

driving. The goal of an object detection process is to find the sizes and locations of

objects on a 2D image. Figure 2.6(c) shows an example of object detection result,

which is processed from Figure 2.7(a). Each object in Figure 2.6(c) is bounded by

a colored bounding box. There are two types of objects in Figure 2.6(c): vehicle
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and traffic light. Here, two vehicles are surrounded by a red box, and a traffic

light is surrounded by a blue box. Behl et al. [3] suggested using object detection

based features when training a driving agent. In their work, they represented

the positions of detected objects in the form of labeled bounding boxes. Object

detection can be applied to various types of objects. For example, in recent years,

pedestrian detection [35], and lane detection [53] have been studied by several

works. It is not only possible to find the position of an object in 2D. 3D objection

detection finds the position of an object in 3D coordinates. Li et al. [51] suggested

a 3D object detection framework which can find the 3D position of an object

with a single-view image. Wang et al. [81] also suggested a 3D object detection

framework but used a multi-view image when finding the position of an object.

Depth estimation [28, 30, 4] is also one of the methods used for pre-processing.

A depth image refers to an image which contains distance information. The goal

of the depth estimation process is to find a depth image from a given RGB image.

Figure 2.6(d) shows an example of depth estimation result, which is processed

from Figure 2.7(a). In Figure 2.6(d), the positions of vehicles and traffic lights

can be inferred from the depth image. Combined with an RGB image, a depth

image is generally called an RGB-D image. Not only from depth estimation, an

RGB-D image also can be obtained directly from an RGB-D camera. Xiao et al.

[83] used RGB-D images to train an autonomous driving agent. In their work,

the simulator gives an accurate depth image to an agent. However, they added

noise to the depth image to make the simulation more realistic.

There are several issues when training an autonomous driving agent using

egocentric view image representation. First, an agent can see only a local part of

a road environment through an egocentric view image. Unlike a BEV image, an

egocentric view image cannot show the overall appearance of a road. Therefore,

it is difficult for an agent to recognize the structure or shape of a road through

an egocentric view image. When a driving agent determines a global path and
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(a) (b)

(c) (d)

Figure 2.6: An example of egocentric view images. (a) An egocentric RGB image

captured in the CARLA simulator. (b) A semantic segmentation result processed

from the RGB image. (c) An object detection result processed from the RGB

image. (d) A depth estimation result processed from the RGB image.
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navigates in a real world environment, the entire structures and locations or

roads are needed to be known. However, since an egocentric view image can

only show a local part of a road, an agent cannot navigate a road only with

an egocentric view image. Therefore, a high-level command [19, 20] or a pre-

determined global path [23, 87] are required before an agent starts to drive.

Second, the performance of the agent may be sensitive to the sensor location

because the viewpoint of an egocentric view image varies depending on the sensor

location. For example, suppose that an agent is trained with data collected with a

single viewpoint. In this case, if data collected with a different viewpoint is given

as new input, the performance of the agent can be decreased. The performance

decrease by viewpoint change makes it difficult to reposition the sensor or apply

a pre-trained network to another vehicle of a different size. This kind of issue is

usually addressed by domain generalization [80].

2.2.4 Sensor Fusion Based Representation

Sensor fusion refers to a method of combining multiple sensors to reduce uncer-

tainty and increase the performance of an agent. In recent years, many types of

sensors have been used for autonomous driving. One of the most widely used

sensors in the field of autonomous driving is LiDAR. LiDAR is a sensor that

can detect surface information of surrounding objects through a laser. Surface

information obtained through a LiDAR sensor is generally given through a data

structure named a point cloud, which records the locations of a set of points in a

3D coordinate. Figure 2.7 shows an example of LiDAR sensor data in the CARLA

simulator. In Figure 2.7, a LiDAR point cloud is projected on a 2D BEV image.

An agent in a simulator can obtain precise LiDAR sensor data. However, in a

real world environment, the quality of LiDAR sensor data varies depending on

the spec of a LiDAR sensor. For example, an object which is too far away cannot

be captured because a LiDAR sensor has a limitation in the detectable range.
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Also, noise from a low-quality LiDAR sensor can prevent the recognition of an

object. Figure 2.8 shows a LiDAR sensor data captured from a vehicle in the real

world.

Several works have proposed a new framework which can fuse a camera image

with LiDAR sensor data. Xu et al. [84] suggested a 3D object detection framework

which uses an image and LiDAR sensor data. Because existing networks used for

image data [37, 66] cannot be directly applied to a point cloud data structure,

they used a pointnet architecture [63] to encode LiDAR sensor data before fusing

it. Similarly, Vora et al. [79] suggested a 3D semantic segmentation framework

which uses a sensor fusion method. Their architecture first obtains a semantic

segmentation image from input and then uses a projection method to fuse this

image with LiDAR data. Image and LiDAR sensor fusion method has also been

applied to train an imitation learning based driving agent. Prakash et al. [62]

proposed a fusion based framework for autonomous driving. In their work, LiDAR

point cloud data is projected into a BEV image. They fused this LiDAR BEV

image with a forward-facing camera image through the attention mechanism [78].

There are other sensors used for fusion, such as GPS, IMU, and speedometer

sensor sensors. These sensors are generally used to estimate the location of a

vehicle. The estimated location can be used to compute a high-level command

and fuse it with an image input [20, 11].
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(a) (b)

Figure 2.7: An example of LiDAR sensor data in the CARLA simulator. (a) A

egocentric image from a camera. (b) LiDAR sensor data captured in the same

scene. The LiDAR point cloud is projected into BEV.
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Figure 2.8: An example of LiDAR sensor data in the real world. (Left) Camera

iamges. (Right) LiDAR sensor data captured in the same scene. The LiDAR point

clouds are projected into BEV.
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Road Graphical Neural

Networks for Autonomous

Driving

Along with increasing interests in autonomous driving, the investigation of re-

inforcement learning (RL) using the driving simulator has been actively carried

out by a number of researchers. However, most of the previous works cannot be

generalized to other driving environments. One of the most widely used examples

is the highway environment [17, 15], but their works are only limited to a sin-

gle one-way road. There are more complex environments, such as merging roads

[59, 54], intersections [45], or city streets [24]. The previous studies, however, use

only a simple and fixed road environment for training and testing.

One of the main reasons for the generalization difficulty is that it is difficult

to capture the generalized feature of the road environment. For example, [17]

and [15] use the relative speed and position of vehicles as inputs features, but

they cannot capture information about how vehicles move on a complex road.

Another example is the semantic top-view image, which includes road lines [41].
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However, as shown in the recent studies [29, 52], it is not efficient to use images

for representing the topology of roads.

In this chapter, we propose a generalized autonomous driving framework to use

graphical representation of roads. The proposed graphical representation includes

the information about the structure of roads, and the positional relationship

between vehicles and the road. Unlike other works using the graph representation

[29, 52], there are four distinctive features of the proposed framework.

• It is the first work which uses graph-based features to control vehicles to

the best of our knowledge.

• We do not focus on a simple environment such as highways or merging roads

but on various roundabout intersections, where the topology of the road is

more complicated and multiple vehicles can enter from multiple directions

simultaneously.

• The relationship between vehicles and the road is also considered when

calculating graph features

• We use long short-term memory (LSTM) [44] along with graph neural net-

works (GNN) [47] to capture the historical features of vehicles on the road

graph.

The proposed method uses a two-level controller: First, a low-level PID con-

troller follows a trajectory determined by a graph-based path planner. The path

planner perceives the road graph and finds a path based on the Dijkstra algo-

rithm. Second, a high-level controller determines the target speed of the vehicle

to follow the traffic flow. The high-level controller uses the encoded feature of the

road graph, which is extracted by a road graphical neural network (Road-GNN).

A Road-GNN compresses the graph features of the road into a latent feature used

for the high-level controller. We use the RL framework to train the network, and
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it successfully controls the vehicle in various and complex unseen road environ-

ments. Figure 3.1 shows an overview of how Road-GNN works in training and

test phases.

We trained the network from a set of road environments and tested it on a dif-

ferent set to show the generalizability of Road-GNN. We have collected satellite

images of roundabouts for training and testing and applied them to our driving

simulator to simulate a realistic road environments and structures. Note that the

satellite images are only used to construct road models and get state representa-

tions, and we use a 3D simulator and a 3D dynamic model for the experiments.

The image data are collected from Google search and NAVER Maps [57], an

online mapping service. We have created road environments by pre-processing

and reconstructing the collected images. The simulator is implemented within

ROS Gazebo [76], and the 3D vehicle model we use is the ROS Prius model [27],

which has throttle, brake, and steering control similar to a real vehicle. In the

experiment, we show that our agent successfully drives in an unseen environment

by learning road graph features. The proposed method outperforms the other

methods, which use different features and networks.

3.1 Problem Setting

We consider a driving environment where multiple vehicles are moving on a road

and interacting with each other. In the environment, vehicles other than the ego-

vehicle, which is controlled by the agent, are controlled by a pre-defined controller.

Also, each simulated vehicle follows a pre-defined path. The goal of the agent

is to successfully follow the given path and make the ego-vehicle reaching the

goal position safely. To follow the traffic flow, the agent must regulate the speed

properly and know when and where to stop. This is only possible if the agent is

sufficiently trained to recognize the surrounding circumstance.
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Figure 3.1: Overview of training a Road-GNN based controller and autonomous

driving using Road-GNN in unseen environments.
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We formulate the problem by a Markov decision process (MDP). For every

time step t, the policy of the agent π observes the current state s and executes an

action a from the discrete action set. Then, the agent obtains a reward r and the

next state s′ from the environment as a result of the action a. We then optimize

the policy π to maximize the expected sum of the rewards with a discount factor

γ.

Eπ[
∑
t

γtr(t)] (3.1)

In the remainder of this section, we describe state, action, and reward setup.

After that, we also explain how other vehicles move in the environment.

State. In our environment, the state s is represented by using a graph repre-

sentation. An example of the graph representation is shown in Figure 3.7. The

topology of the road can be expressed by both the point-level graph Gp and the

segment-level graph Gseg. First, the point-level graph Gp contains each point pi

as a node, and each pi represents a 2D point on the map M . The edge from the

point pi to the point pj is represented by ei→j . The edges of Gp are connected

along the direction in which vehicles are allowed to move. Second, the segment-

level graph Gseg contains each segment segk as a node, and each segment segk

represents a set of the points. Depending on the position, each point pi belongs

to one of the segment segk in Gseg. Similar to Gp, the graph Gseg is connected

in the direction of the traffic flow.

Each edge ei→j and node pi of the graph Gp has its own features that reflect the

vehicle and road conditions. For example, the edge feature of ei→j is calculated

from the relative position between pi and pj .

Feature(ei→j) := Pos(pj) − Pos(pi) (3.2)

Here, Pos(pi) represents the 2D position vector of pi on the map M. If the edge

ei→j does not exist in the graph Gp, the edge feature is considered to be a zero

vector. The node feature of pi is calculated depending on the vehicle conditions
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(a) (b)

(c) (d)

Figure 3.2: An example of a roundabout environment. (a) A part of the original

roundabout image data. (b) The 3D simulator used in the experiments. The

vehicle model we use is the ROS Prius model [27] whose dynamics is similar to a

real vehicle. The roads in the simulator are reconstructed based on the satellite

image data. (c) The point-level graph Gp, which is organized from the data. The

red dots are the nodes in Gp and the white arrows are the edges connecting the

nodes. (d) The segment-level graph Gseg. Each segment is colored with different

colors and tagged with the numbers. The white arrows are the connection between

the segments in Gseg.
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such as position and velocity. Here, we assume that there are a total of N vehicles

including the ego-vehicle, and each vehicle is numbered as v0, · · · , vN−1. For a

vehicle vk, the node pi has the features of vk if the node pi is the nearest point to

the vehicle vk on the graph Gp. The feature includes the position and velocity of

vk, and an occupancy indicator, which is 1 if pi is the nearest point to the vehicle

vk and 0 otherwise.

Feature(pi) := [F (v0), F (v1), · · · , F (vN−1)], (3.3)

where

F (vk) =


f(vk), if pi = arg minpj∈Gp

d(vk, pj)

0, otherwise

(3.4)

f(vk) =
[
PosRk

(vk)T ,VelRk
(vk)T , 1

]T
(3.5)

Here, d(vk, pj) is the L2 distance between the vehicle vk and the point pj . PosRk
(vk)

and VelRk
(vk) are the position and velocity vector of the vehicle vk, respectively,

which are relatively calculated from the nearest edge to the vehicle vk. When

enearestk is the nearest edge to the vehicle vk, pnearestk is the starting node of

enearestk , and θk is the angle of the direction of enearestk , then

PosRk
(vk) := R−1

k [Pos(vk) − Pos(pnearestk)] (3.6)

VelRk
(vk) := R−1

k Vel(vk), (3.7)

where

Rk =

cos θk − sin θk

sin θk cos θk

 (3.8)

The matrix Rk is the rotation matrix of θk.

The agent observes the state s, where the observation is a subset of graph Gp,

which includes the K nearest nodes to the ego-vehicle. The subset graph is given
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to the agent in the form of the adjacency matrix A, the node feature matrix AN ,

and the edge feature matrix AE . The node and edge feature matrix contain each

node and edge features as elements. Since there are K nodes in the subset graph

and N vehicles on the environment, A, AE , AN matrix have the size of (K×K),

(K ×N × 5), and (K ×K × 2), respectively.

Action. For every time step, the agent controls the vehicle using a two-level

controller. The low-level controller adjusts both the throttle and steering through

PID control while the high-level controller determines the target speed of the

vehicle. The action is defined as the target speed given to the vehicle. Similarly

to other recent works which use an MDP formulation in driving [59, 58], we

discretize the actions as the set of target speeds 0m/s, 3m/s, 6m/s, 9m/s, 12m/s.

The low-level controller is designed to follow a pre-determined path. For each

episode, the start and goal segments are chosen randomly and the path is set

to connect segments. The path is calculated from the entire graph representa-

tion and the Dijkstra algorithm. The detailed path finding process is as fol-

lows: First, the shortest path in the segment-level graph Gseg is calculated using

the Dijkstra algorithm. Here, the weights for each edge is considered equal to

ones. From the segment-level path, the point-level path is constructed from the

points belonging to each segment. For example, when the segment-level path is

{seg0, seg1, · · · , segn}, then the point-level path is defined as follows.

path = seg0 ∪ · · · ∪ segn (3.9)

Note that the segment segk is an ordered set of the points p. When segi ={
pi0, · · · , pili−1

}
, segj =

{
pj0, · · · , p

j
lj−1

}
, and the two segments are connected in

the direction of segi → segj , then the two sets are combined as follows:

path =
{
· · · , pi0, · · · , pili−1, p

j
0, · · · , p

j
lj−1, · · ·

}
(3.10)

Here, li is the number of points in the segment segi. There can be cases where two

segments segi and segj have edges in both directions segi → segj and segj →
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segi. The physical meaning of it is that each segment represents one of the two

lanes of a multi-lane road, and a vehicle can change the lanes between them. In

these cases, the two segments are combined at a random point when calculating

the path. For example, if a point pirand is randomly selected from segi and the

nearest point to pirand in segj is pjnear, then the two segments are combined as

follows:

path =
{
· · · , pi0, · · · , pirand, pjnear, · · · , p

j
lj−1, · · ·

}
(3.11)

The low-level PID controller follows the point-level path by controlling both the

throttle and steering of the vehicle. First, the steering is controlled to minimize

the deviation of the vehicle from the path. The deviation is calculated by the

nearest edge e, which connects the two points in the point-level path. Here, we

define xpos as the length of the line perpendicular from the vehicle to the nearest

edge e. xdirect is the difference of the angle between the direction of the vehicle

vk and the nearest edge e. The steering PID controller minimizes the sum of

two values: xpos + xdirect. Second, the throttle is controlled to set the speed of

the ego-vehicle to a given target speed. Using PID control, the throttle inputs

minimize the difference between the ego-vehicle speed and the target speed. Since

the throttle cannot take a negative input, the brake input is taken instead when

the speed is higher than the target speed.

For safety, there is also a collision-avoidance system in the controller. First,

the future position of each vehicle is estimated using a unicycle vehicle model.

The vehicle steps on the brake when a collision is expected. After the vehicle has

stopped completely, the system re-estimates the future positions assuming that

the vehicle can move at a low speed. If a collision is not expected, then the vehicle

moves again based on the agent and PID controller.

Reward. The goal of the agent is to make the vehicle moves from the start area to

the goal area. We set a positive reward of +1 when the agent successfully reaches

the goal area. The start and goal areas are pre-determined and randomly changed
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before an episode starts. To prevent the ego-vehicle from being stationary in one

place, we also give a small negative reward of −0.01 for each time step before the

agent reaches the goal area or exceeds the time limit.

Other Vehicle Movements. There are several other vehicles that move in

the simulator. The simulator we use is a closed-loop system, which means that

the movements of other vehicles changes according to the movement of the ego-

vehicle. We use the same path planner and PID controller used in the ego-vehicle

to simulate the other vehicle movements. Each vehicle is set up to follow different

paths, which vary from episode to episode. Each controller for the simulated

vehicle and the ego-vehicle differs in two ways: First, the simulated vehicles only

move at the fixed target speed 9m/s while the ego-vehicle changes the target speed

according to input actions. Note that although the target speed is constant, the

speeds of the vehicles are not maintained due to the collision-avoidance system.

Second, the simulated vehicle is re-spawned in a new random starting position

when it reaches the goal area. This re-spawning repeatedly occurs until the ego-

vehicle finally reaches its goal area.

3.2 Proposed Method

We now explain our road graphical neural network (Road-GNN), which is used to

train the agent. Road-GNN processes a graph observation of the state and calcu-

lates the encoding used for the policy and value networks of the agent. Through

this networks, we train the RL agent and control the ego-vehicle. Road-GNN

takes three steps to encode the road graph: (1) node-and-edge-level encoding, (2)

graph-level encoding, and (3) time-level encoding. The overall process of Road-

GNN is illustrated in Figure 3.3.
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3.2.1 Node-and-Edge-Level Encoding

Since each node and edge feature have different units, we first regularize them

using the node and edge encoder networks, ψnode and ψedge. If the graph observa-

tion at time t is Gt, and the number of the nodes in Gt is K, then the networks

encoding for each node and edge are as follows:

encpi = ψnode(Feature(pi)), for 0 ≤ i < K (3.12)

encei→j = ψedge(Feature(ei→j)), for 0 ≤ i, j < K (3.13)

In the case of node features, encoding is processed individually for each vehicle

features.

encpi = ψnode(Feature(pi)) (3.14)

= [ψv(F (v0)), ψv(F (v1)), · · · , ψv(F (vN−1))] (3.15)

For the vehicle feature encoding network ψv, we use a simple fully-connected net-

work. Here, the network ψv is not shared among all the vehicles vk. To distinguish

the features of the ego-vehicle from the other vehicles, we use ψego for the ego

vehicle vego, and ψother for all the other vehicles. The network ψother is shared

among each vehicle vk except for vego. By encoding the elements in the feature

matrix AN and AE , we can get the encoded feature matrix ÃN and ÃE , which

have the size of (K ×N × Z) and (K ×K × Z) respectively, where Z is the size

of the encoded vector.

3.2.2 Graph-Level Encoding

After node-and-edge-level encoding, we use a GCN [47] based model for graph-

level encoding. First, ÃN and ÃE are incorporated into a single matrix. The

edge encoding matrix ÃE is summed up along starting node index, and then
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concatenated with the node encoding matrix ÃN .

sum(ÃE) =

[∑
i

encei→0 , · · · ,
∑
i

encei→K

]
(3.16)

X0 = concat(ÃN , sum(ÃE)), (3.17)

where concat is a concatenation operator. Starting from X0, a GCN network

ψgraph iteratively calculates the next layer output Xk+1 from Xk. The layers are

stacked H times, and the final output of GCN is XH .

Xk+1 = σ(D̃−1/2ÃD̃−1/2XkWk +Bk), (3.18)

where

Ã = A+ I (3.19)

D̃i,j =


∑

j Ãi,j , if i = j

0, otherwise

(3.20)

Here, A is the adjacency matrix, σ is a non-linear function, W is a weight, and

B is a bias. Only for the first layer GCN0, the results of each vehicle channel in

X0 is added into one as like a 3D convolution layer.

X1 = σ(

N∑
j=0

D̃−1/2ÃD̃−1/2Xj
0W

j
0 +Bj

0) (3.21)

3.2.3 Time-Level Encoding

Each graph observation Gt at time t is encoded by the graph encoding network.

In Road-GNN, the network uses the historical memory of Gt with a time length

of T . To deal with a historical data, we use a long short-term memory (LSTM)

[44] model. First, a readout layer ψread converts the graph-level encoding of each

Gt−T+1, · · · , Gt into a series of vectors. Each vector is entered into a LSTM

encoding network in the order of time. The final output of the LSTM network

becomes the final feature which is used for the policy and value network of the

RL agent.
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3.2.4 Learning Algorithm

We train the agent using proximal policy optimization (PPO) [73], which is a

widely used reinforcement algorithm for many recent studies [70, 41]. In our PPO

implementation, the agent has the actor and critic networks, and each network

shares the common input features, as shown in Figure 3.3.

3.3 Experiments

In the experiment, we examined the generalizability of the proposed method. We

have tested the proposed method in various realistic scenarios. The tests were

performed on the roundabout environment we implemented.

3.3.1 Environment and Network Details

To implement the roundabout environment, we collected 30 satellite images of

roundabouts. As illustrated in Figure 3.4, the collected images have various road

structures. Each image is paired with a graph representation constructed from

the map structure. We generated the graph representation of a map in the fol-

lowing steps: First, we manually drew the possible trajectories and posed the

start and goal area on the map. The nodes of the graph are regularly sampled

from the trajectories and grouped into the segments. The grouping process is also

performed manually, and we divided the segments at the intersection points. The

edges between the nodes and the segments are connected depending on the map

structure and the road direction. When the graph is entered into Road-GNN,

some additional edges are added to make GNN features flow through the edges.

The edge is added if one of the following conditions is satisfied.

• The two nodes are close (< 2m).

• It is possible to change the lane between the two nodes.
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Table 3.1: Network Architecture Parameters

Network Value

ψnode, ψedge FC 5 × 8, FC 2 × 8

GCN K, N , Z, H 64, 8, 8, 3

History Length T 10

ψread FC 512 × 64

Actor FC 64 × 8 - FC 8 × 8 - FC 8 × 5

Critic FC 64 × 8 - FC 8 × 8 - FC 8 × 1

Non-Linear function Leaky-ReLU [55]

• The two nodes are occupied with vehicles.

The number of nodes, K, is selected considering the trade-off between the

computational cost and the road representability. Empirically, we found that

large K requires more computational time, while small K does not fully capture

road information. In the environment, the number of vehicles is kept to eight,

including the ego-vehicle. The PID controller of each vehicle is executed at 30Hz,

while the action and its target speed are updated at 6Hz. For RL training, we used

the implementation of [48] but converted it into a discrete version (PPO2) [73].

We implemented the encoder and readout networks, i.e., ψnode, ψedge, and ψread,

using fully-connected networks. The LSTM encoding network has two stacked

hidden states with the size of 64 × 64. The details of the network architecture is

described in Table 3.1.

3.3.2 Experimental Results

In each experiment, we choose six different maps for training and three different

maps for testing. The agent cannot see maps used for testing during training.

We have trained the agent with three different random seeds and tested it with

100 episodes for each random seed. Each set of train and test maps is changed
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depending on the random seed. We use five baseline methods for comparison.

Method A and B are not learning-based methods. Method A is a random con-

troller that selects the target speed randomly. Method B is the controller that

has the knowledge of the target speed of nearby and controls the ego-vehicle

with the same target speed as other vehicles. To show the representative power

of Road-GNN, we fix an RL algorithm and compare Road-GNN against other

widely used representations and network models. Both MLP and LSTM methods

use the history of all the vehicle features such as the velocity and positions, but

no traffic information is used. CNN method rasterizes images of the map as de-

scribed in [41]. The rasterized image channels include the road lines of the maps

and the history of the locations of the ego and other vehicles. The network model

in the CNN method perceives an area of 32m× 24m around the ego-vehicle with

resolution of 320 × 240. Figure 3.5 shows learning curves of different algorithms

we tested.

In the performance comparison experiment, we have first measured the mean

speed and cumulative reward of the ego-vehicle to test if the agent can select

a proper speed. As given in Table 3.2, the proposed method shows the highest

performance in terms of both the speed and cumulative reward. Meanwhile, the

other RL-based method, such as MLP, LSTM, and CNN methods, cannot reach

the performance of Road-GNN and failed to drive properly. They were even much

slower than not only Road-GNN but also Method B which uses the same controller

as other simulated vehicles. The proposed method is the only method that has

outperformed Method B in terms of both the speed and the cumulative reward.

Therefore, it can be said that the graph representation and Road-GNN is useful

for training an RL agent and for driving complicated road environments.

We also checked the number of parameters and flops of each network to test the

efficiency of Road-GNN. While the proposed method uses about the same number

of parameters as MLP and LSTM, it shows better performance than all compared

47



Chapter 3. Road Graphical Neural Networks for Autonomous
Driving

Figure 3.5: Learning curve of RL algorithms. The shaded regions represent the

standard deviations of the results.
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Table 3.2: Performance Comparison

Method
Mean Speeds

[m/s]
Rewards #Param Flops

Method A 3.035 0.407 - -

Method B 5.525 0.727 - -

MLP 5.009 0.582 0.104M 0.208M

LSTM 4.602 0.557 0.070M 1.396M

CNN [41] 4.747 0.641 11.528M 163.380M

Road-GNN 5.838 0.743 0.101M 3.631M

Road-GNN

w/o LSTM
5.518 0.710 0.080M 2.369M

methods. However, it should be taken into account that MLP and LSTM methods

do not consider road structural information. Compared with CNN [41], which also

can consider road structures, Road-GNN shows a better performance than CNN

even though it uses fewer parameters and flops.

As an ablation study, we also trained Road-GNN without an encoder LSTM

[44] model which is described in Section 3.2.3. We instead encoded time-series

features by simple fully-connected layers. In the ablation study, Road-GNN was

more effective when it uses an LSTM model. The result shows that LSTM is

helpful for Road-GNN to encode time-series features although it requires more

parameters.

To show that the proposed method can be generally deployed in various driving

environments, we conducted an experiment on eight different maps that have

different driving difficulty levels. We tested each method 20 times per map. As

a metric of the difficulty, we measured the traffic density of each map, which

is defined by the number of vehicles divided by the area of the road. Figure

3.6 shows the results of the difficulty test. The speed of the vehicles tended to
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Table 3.3: Experiment with aggressive drivers

Method
Collision

Rates [%]

Mean Speeds

[m/s]
Rewards

Method A 48.3 2.749 0.031

Method B 19.3 5.175 0.488

MLP 18.0 4.838 0.395

LSTM 33.0 4.212 0.225

CNN [41] 22.3 4.547 0.436

Road-GNN 13.3 5.716 0.602

decrease as the traffic density increases. As shown in Figure 3.6, the proposed

method shows the highest performance evenly regardless of the driving difficulty

of the environment.

We conducted an additional experiment to test the stability of the proposed

method. We assume a more hazardous scenario where some drivers ignore the

safety rules. We changed the controllers of some simulated vehicles to move

more aggressively on the simulator. The target speed of two simulated vehicles

is changed to 12m/s, which is faster than the other vehicles. We also made them

ignore the collision-avoidance system. The result is shown in Table 3.3. The pro-

posed method shows the lowest collision rate and the highest performance, even

though it has been trained in a safe environment. In conclusion, Road-GNN is

stable and can drive more safely in hazardous environments.

3.3.3 Qualitative Results

We displayed simulation results to show how the proposed method drives a vehicle

in the simulator. Figure 3.8 and Figure 3.9 show snapshots of simulations in a

roundabout environment. The roundabout map used for each simulation is shown

in Figure 3.7(a) and Figure 3.7(b). The snapshots are arranged in the order
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Figure 3.6: Experiment with various difficulty levels. Each dot represents a test

result in one map. Each method is tested 20 times per map.
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of time with regular time intervals. In the simulations, the white ego-vehicle is

controlled by a fully-trained Road-GNN. In Figure 3.8, the white ego-vehicle

enters to a roundabout, moves along a curved path, and successfully exits from

the roundabout. Because there is no interruption by other vehicles, the white-ego

vehicle drives at a relatively constant speed between 5.849m/s and 7.523m/s. In

Figure 3.9, the white ego-vehicle merges into a roundabout while there are already

two simulated vehicles turning around the roundabout. During the merge, the

white ego-vehicle slows down until the red vehicle passes completely. The white

ego-vehicle recovers its speed while moving between the red and blue vehicle.

The results show that the proposed method successfully trains an RL agent and

makes it to drive in a complex road environment.

We also displayed simulation results which compares the proposed method

with CNN [41]. Figure 3.10 and Figure 3.11 compares Road-GNN and CNN by

showing snapshots of simulations. The roundabout map used for each simulation

is shown in Figure 3.7(c) and Figure 3.7(d). For the comparison, we used the

same low-level controller but changed the types of networks and their inputs. In

Figure 3.10, Road-GNN selects a proper speed while merging the lanes. Road-

GNN increases the vehicle speed up to 6.300m/s after the merge. On the other

hand, CNN model requires relatively more time to merge and follow the lanes. In

specifically, CNN shows slower speeds than Road-GNN in all time steps. In Figure

3.11, the simulation shows a similar result. Road-GNN follows the vehicle in front

of it while maintaining its speed between 6.152m/s and 6.869m/s. On the other

hand, CNN model does not accelerate even though there is no vehicle in front of

it. The results show that Road-GNN can optimize the speed appropriately while

CNN model can not.
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3.4 Chapter Summary

In this chapter, we have proposed a new autonomous driving framework, which

can be generalized to various road environments, using the GNN based structure

named Road-GNN and an RL based controller. The proposed network, Road-

GNN, is designed to perceive a graph representation of a road, which includes

the road connection and vehicle information. In the experiments, the proposed

method has outperformed the other methods which do not use the graph rep-

resentation. The results have shown that the proposed method can generalize

different road structures and the knowledge learned from roads in the training

set can be easily transferred to unseen road structures.
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(a) (b)

(c) (d)

Figure 3.7: Roundabout environments used for showing qualitative results. (a)

The roundabout map for the simulation in Figure 3.8. (b) The roundabout map

for the simulation in Figure 3.9. (c) The roundabout map for the simulation in

Figure 3.10. (d) The roundabout map for the simulation in Figure 3.11.
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Chapter 4

Road Graph and Image

Attention Network for

Autonomous Driving

In recent years, vision-based object recognition algorithms have shown a dramatic

improvement in the field of autonomous driving. For example, pedestrian detec-

tion [35], lane detection [53], 3D object detection [89], and semantic segmentation

[86] have been developed and shown remarkable performance. However, applying

such vision-based methods to vehicle control is a challenging task. In most cases,

it is required to elaborately design a handcraft rule-based controller to use the

vision-based features.

There have been studies which applied vision-based features in a learning-based

controller. Previous methods have used image-based features [25, 20, 11], seman-

tic segmentation based features [75], or detection based features [3] to train an

imitation learning based autonomous driving controller. However, these works

have shown insufficient performance compared to commercialized handcraft con-

trollers.
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One of the most critical problems when applying the vision-based approaches

to vehicle control is that the controller does not know which part of the image is

more important. Each object in the image has different importance according to

the scene context. For example, when a driver sees traffic lights at an intersection,

not all traffic lights are equally important. The driver should focus more on the

traffic lights at the front than the traffic lights at the crossroad. Likewise, drivers

usually pay more attention to pedestrians jaywalking on the road than pedestrians

walking on the sidewalk.

To compensate for such a problem, several works investigated the importance

of image features along with the LiDAR sensor data. Zhao et al. [88] proposed

a LiDAR and image fusion based 3D semantic segmentation method which can

be used to identify the scene context of objects. In addition, Prakash et al. [62]

used the attention mechanism [78] to capture the importance of the image fea-

ture according to the LiDAR sensor data. However, LiDAR-based attention is not

enough to fully understand the scene context for two reasons. (1) It is difficult

to directly extract meaningful information such as the road direction and con-

nection because the LiDAR data is a high-dimensional representation. (2) The

LiDAR data lack prior knowledge about the traffic (e.g., right-hand or left-hand

traffic), which is important for determining whether an object is moving in a safe

direction. As studied in previous works [29, 52], the vehicle movement is highly

influenced by the direction of the road. Therefore, a new type of state represen-

tation, which can reflect the road structural context of the scene, is required to

overcome the limitation of LiDAR-based attention.

In this chapter, we propose an autonomous driving framework named road

graph and image attention network (RIANet), which considers the importance of

object features according to the road structure. Figure 4.1 shows a brief expla-

nation of our idea. To reflect the graph information of the road, we represent the

road structure in the form of a graph which is called road graph. Unlike other
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Figure 4.1: Illustration of our main idea. (Left) RGB camera image of the scene.

(Right) The corresponding road graph seen from the bird’s eye view (BEV). We

propose to use the attention mechanism to consider the importance of image

features according to the road graph features.

attention-based controllers, the proposed method leverages the road graphical

features along with visual features extracted from image and LiDAR sensors.

The attention mechanism allows the network to compute the scene context and

prioritize the importance of objects according to the road structure.

We use imitation learning to train the network. The evaluation and data col-

lection are conducted on a 3D urban scene driving simulator named CARLA [25].

The agent in the CARLA simulator is required to deal with dangerous situations

such as lane changing, unexpected obstacle avoidance, crossing intersection, and

unprotected turn. The experiment shows that the proposed method outperforms

the baseline methods in terms of all the suggested metrics. Our contributions are

summarized as follows:

• We propose a novel autonomous driving framework which considers the

importance of objects according to the road structure.

• We demonstrate that the road graph features can effectively reflect the road
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structural context of the scene

• We experimentally show that the driving performance can be improved by

fusing the road graph and the other sensor data features

4.1 Problem Setting

We first clarify our problem settings before explaining the proposed framework.

We consider an urban scene driving environment. The goal of the agent is to nav-

igate a given route while following traffic rules. The route is composed of multiple

goal locations in the road environment. At each time step t, the agent is given a

high-dimensional observation ot which consists of the following components.

Road Graph. The agent is given the topology information of the drivable road

in the form of a graph. A road graph Gglobal = (V,E) consists of nodes V and

edges E. A node ni ∈ V represents a point on the road and is distributed along

the centerline of the road segment. An edge ei→j ∈ E connects the node ni and

the node nj . The direction of ei→j represents the direction of the road segment.

We use the method in Chapter 3 to extract a road graph Gglobal from a road. We

sample nodes on the road at intervals of 3m. We connect edges between nodes

depending on the direction and connection of the roads. In addition, we connect

two nodes if it is possible for a driver to change the lane along the edge. A node

ni contains a node feature fni and an edge ei→j contains an edge feature fei→j ,

respectively. In simulation and training, the agent only observes a subgraph Gt,

which consists of the nearest nodes to the ego-vehicle. The detailed explanations

about a road graph and subgraphs are described in Section 4.3.2.

Camera Image. The agent is given a front ego-view camera image which has

a resolution of 400 × 300 with a 100° FOV. To remove radial distortion [62], we

crop the image to 256 × 256 before entering the image into the feature encoder.

Additional Sensor Data. The agent is given LiDAR, GPS, IMU, and speedome-
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ter sensor data. The LiDAR point cloud is pre-converted into a 2D BEV grid

image by the method in [62, 67]. A 2D BEV grid image contains 256 × 256 pixels

and covers a 32m × 32m area in front of the ego-vehicle. A 2D BEV grid image

has two channels: The first channel represents the points above the ground plane

while the second channel represents the points below the ground plane. There are

GPS, IMU, and speedometer sensor data as well. These sensor give the position

and speed data of the ego-vehicle to the agent. The position and direction of

the ego-vehicle are localized from the GPS and IMU sensor inputs. We use the

extended Kalman filter for localization.

4.2 Proposed Method

In this section, we explain the road graph and image attention network (RIANet),

which leverages the attention score [78] between a road graph and image features.

The proposed framework is divided into three modules: (1) a feature encoder, (2)

an attention network, and (3) a low-level controller. The feature encoder module

encodes a road graph, a camera image, and additional sensor data into features.

The attention network module takes these feature embeddings as inputs, applies

the attention mechanism to fuse features, and extracts the context feature of

the scene. The low-level controller module calculates the target speed from the

context feature and controls the ego-vehicle using a PID controller.

4.2.1 Feature Encoder

The feature encoder module takes an observation ot = {Gt, It, St} as an input

and encodes the road graph Gt, the camera image It, and the additional sensor

data St into feature embeddings. The encoder for each component is a neural

network and we use a different network architecture for each encoder. The entire

network structure of the feature encoder module is shown in Figure 4.2.
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Road Graph Encoder. The road graph encoder extracts a feature embedding

of the road graph Gt using graph convolutional network (GCN) [47]. Similar to

the graph encoding method in Section 3.2.1, we first regularize each node feature

fni and edge feature fei→j using fully-connected networks ψnode and ψedge. We

then sum up the edge feature along the starting node index and concatenate it

with the node feature. If the number of nodes in Gt is N , the encoding process

is formulated as follows:

f̃ni = ψnode(fni), for 1 ≤ i ≤ N (4.1)

f̃ei→j = ψedge(fei→j ), for 1 ≤ i, j ≤ N (4.2)

f̃i = concat(f̃ni ,
∑
k

f̃ek→i
), for 1 ≤ i ≤ N (4.3)

Here, concat is a concatenation operator. We get the embedded feature matrix

X0 ∈ RN×Z by applying the encoding process to each element in Gt. The i-th

row of the X0 is the feature f̃i ∈ RZ , where Z is the feature size. We update the

feature matrix X0 using a H-layers GCN network [47]. The update process of the

k-th layer of GCN is formulated as follows:

Xk = σ(ÃXk−1Wk +Bk), (4.4)

where Ã ∈ RN×N is a normalized adjacency matrix of Gt with self-loops, σ is a

leaky-ReLU [55], and Wk and Bk are the weight and bias of the k-th GCN layer.

We iteratively update X0 and obtains the final graph feature embedding XH .

Camera Image Encoder. We expect the camera image encoder to capture some

important visual information such as traffic lights, pedestrians, and obstacles. To

capture and encode the object features, we use a ResNet [37] based feature map

and a Faster R-CNN [66]. The encoding process of an object feature is shown in

Figure 4.2(d). We first extract the feature map of the image It using the ResNet

based network. The ResNet based feature map ϕob(It) = Ĩt has the channel size of

C and the same height and width as the input image It. We then detect objects in
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the image It using Faster R-CNN and obtain a bounding box set {bi}di=1, where

bi is a bounding box and d is the number of the detected bounding boxes. d is

not a fixed value and can be changed according to the image It. Bounding box

bi has the corresponding classification feature ci and positional feature pi. The

classification feature ci is a classification result of the i-th object and encoded in

a one-hot vector. The positional feature pi = (h,w, x, y) represents the positional

information of a bonding box bi, where h, w, x, and y represent the height,

the width, the x and y position of the center of the bounding box bi in the 2D

pixel space. For each bounding box bi, we crop the feature map Ĩt according to

the size and location of the bounding box bi. We get the spatial mean of the

cropped feature map and incorporate it with ci and pi using MLP networks. For

a cropped feature map with the size of C × h× w, the spatial mean has the size

of C. The feature embedding for the i-th object is denoted as obi. The object

feature encoding process is formulated as follows:

Ĩt = ϕob(It) (4.5)

fimg = ψimg(mean(crop(Ĩt; bi))) (4.6)

flin = ψlin(concat(ci, pi)) (4.7)

obi = ψob(concat(fimg, flin)), (4.8)

where ψimg, ψlin, and ψob are MLP networks, crop is a crop operator, and mean

is a spatial mean operator.

In addition to each object feature embedding obi, the camera image encoder

also encodes the global image feature embedding obglobal to capture the global

feature of the image It. The image It is encoded into obglobal by the ResNet-based

network ϕglobal as follows:

obglobal = ϕglobal(It), (4.9)

where obi and obglobal are one-dimensional vectors and have the same feature size

66



Chapter 4. Road Graph and Image Attention Network for
Autonomous Driving

of Z.

Additional Feature Encoder. The additional feature encoder take the addi-

tional sensor data St as inputs. The St contains LiDAR data flidar and speed

data fspeed. We encode each flidar and fspeed into feature embedding. First, Li-

DAR data is encoded by a ResNet model ϕlidar. As explained in Section 4.1, the

LiDAR data flidar is a pre-processed 2D BEV grid image. The LiDAR data flidar

is encoded into a feature oblidar by ϕlidar. The speed data fspeed is also encoded

into a feature obspeed by the MLP network ψspeed. The encoding process of the

additional feature encoder is formulated as follows:

oblidar = ϕlidar(flidar) (4.10)

obspeed = ψspeed(fspeed) (4.11)

4.2.2 Attention Network

The attention network module outputs the scene context by incorporating all

the encoded features from the feature encoder. To leverage the attention between

each feature, we use the transformer model [78] and compute the attention scores

between the features. The network architecture of the attention network module

is shown in Figure 4.3(a). We first integrate all the feature embeddings in Section

4.2.1 into the feature fusion F as follows:

Fob = [ob1, · · · , obd, obglobal, oblidar, obspeed] (4.12)

F = concat(XH , Fob) (4.13)

The feature Fob contains the object feature embeddings ob1, · · · , obd ∈ RZ , the

global image feature embedding obglobal ∈ RZ , the LiDAR feature embedding

oblidar ∈ RZ , and the speed embedding obspeed ∈ RZ . Each feature has the same

size of Z and these features are stacked into the feature Fob. The feature Fob ∈

R(d+3)×Z and the road graph feature XH ∈ RN×Z are concatenated into the

feature fusion F ∈ R(N+d+3)×Z .
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We use the attention mechanism [78] to obtain the attention scores between

each feature in F . The attention function Attn(·, ·) is formulated as follows:

Attn(M1,M2) = concat(head1, · · · , headn)WO, (4.14)

where headi = softmax(
QiKi

T

√
Z

)Vi (4.15)

Qi,Ki, Vi = M1W
Q
i ,M2W

K
i ,M2W

V
i (4.16)

Here, M1 and M2 are arbitrary inputs to the attention function, softmax is the

softmax function, n is the number of heads, WQ
i ,W

K
i ,W

V
i ∈ RZ×Z , and WO ∈

R(nZ)×Z are weight matrices. The transformer consists of an attention function, a

MLP network ψtran, and a layer normalization LN. The transformer is formulated

as follows:

Transformer(M1,M2) = LN(ψtran(sub) + sub), (4.17)

where sub = LN(Attn(M1,M2) +M1) (4.18)

The transformers are stacked L times and compose a total of L transformer layers.

Except for the last layer, the process of each layer is formulated as follows:

Fk = Transformerk(Fk−1, Fk−1), for 1 ≤ k < L (4.19)

Starting from F0 = F , the fusion transformer module iteratively computes Fk.

The last transformer layer computes the scene context feature c from FL−1 ∈

R(N+d+3)×Z and F̄L−1 ∈ R1×Z as follows:

c = TransformerL(F̄L−1, FL−1), (4.20)

where F̄L−1 is the feature mean of FL−1. The size of the scene context feature

c ∈ R1×Z is invariant to the number of nodes N and the number of object features

d.
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(a)

(b)

Figure 4.3: The structure of the networks. (a) The attention network module. (b)

Waypoint prediction network.

4.2.3 Low-Level Controller

The low-level controller takes the scene context c as an input and computes the

steering control value and the target speed for the ego-vehicle.

Steering. We compute the steering value which makes the ego-vehicle follow

the pre-defined path ζ. The path ζ is calculated through the following process.

Similar to [62], we assume that the goal is to navigate a given route γ = {gi}li=1,

where gi is a goal location and l is the number of the goal locations. We first find

a node nneargi ∈ Gglobal which is the nearest node to gi. We then use the Dijkstra

algorithm and calculate the shortest path in Gglobal, which visits all the nodes

{nneargi }li=1. The path ζ is constructed after applying a line smoothing method

to the Dijkstra shortest path. The steer PID controller computes the deviation

between the current ego-vehicle position and the path ζ and finds the steering

value which makes the ego-vehicle follow the path ζ.

Target Speed. We also compute the target speed of the ego-vehicle from the

future waypoints which is predicted from a waypoint prediction network [11,

62]. The network architecture of the waypoint prediction network is shown in

Figure 4.3(b). As demonstrated in [11, 62], we also empirically found that it is
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better to use the waypoint prediction network than to compute the target speed

directly. The waypoint prediction network takes the scene context c as an input

and predicts the waypoints in the ego-vehicle coordinate frame. The scene context

c is first passed to the MLP network. The output of the MLP network is entered

to the GRU [16] as a hidden state. Starting from the initial input of w0 = (0, 0),

the GRU iteratively outputs the differential waypoints δwt. During the iteration,

the GRU incorporates the current goal location gi in its inputs. The waypoints

wt are constructed as wt =
∑t

τ=1 δwτ for the future time steps t = 1, · · · , T and

we use T = 4. After the waypoints are predicted, we compute the target speed

vtarget = ∥w1 − w0∥2/δt, where δt is the time interval between the waypoints. We

use a PID controller which has the same configuration as [11, 62] and provides

the throttle and brake values to the ego-vehicle, which make the ego-vehicle have

the target speed vtarget.

4.2.4 Learning Algorithm

We train our network using imitation learning [11, 62]. The output of the waypoint

prediction network is the waypoints {wt}Tt=1. We use L1 loss between the predicted

waypoints wt and the expert waypoints wgt. Given the expert waypoints {wgt
t }Tt=1,

the loss function is formulated as follows:

loss =

T∑
t=1

∥wt − wgt
t ∥1 (4.21)

As mentioned in [62], the waypoints wt and wgt are different from the goal lo-

cations gi of the given route γ or the nodes in the pre-defined path ζ which the

ego-vehicle follows.

4.3 Experiments

In experiment, we use a widely-used driving simulator named CARLA [25]. We

train the proposed network with an expert dataset and compare the evaluation
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results with the baseline methods. All data collection and experiments are con-

ducted in the CARLA environment.

4.3.1 Experimental Settings

We use the CARLA 0.9.10 version for the experiments. There are eight types of

maps in CARLA, and in each environment, the agent needs to complete the given

route while handling challenging situations such as lane changing, unexpected

obstacle avoidance, crossing intersection, and unprotected turn. We follow the

evaluation settings in [62] and use Town05 for evaluation. We use two different

types of scenarios: Town05 Short and Town05 Long. The scenarios in Town05

Short setting have 10 routes of 100-500m in length and the scenarios in Town05

Long setting have 10 routes of 1000-2000m in length.

4.3.2 Dataset

The training data is collected by a handcraft expert policy which uses privi-

leged information about the environment. The dataset is provided by [62] and

we especially use the ClearNoon dataset. In our setting, we do not use the data

from Town10 for training because CARLA 0.9.10 does not provide the HD-map of

Town10, which is required for constructing a road graph. We instead use Town01,

Town02, Town03, Town04, Town06, and Town07.

The road graph data is not contained in the dataset of [62]. Therefore, we

generate the road graph feature Gt according to the vehicle position and rota-

tion in the dataset. We first construct the global graph Gglobal using HD-map

data of each town. HD-map data in CARLA uses the OpenDRIVE format [1]

and provides border information for each lane of roads. We obtain the center

trajectory of each lane through borderline information and sample nodes from

the center trajectory at intervals of 3m, including the endpoint of each center

trajectory. HD-map also provides linkage information of lanes. We connect edges
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so that nodes in the same lane can be sequentially linked. In addition, edges are

connected between end nodes of linked lanes. Inspired by the method in Chapter

3, we define node and edge features as follows:

fni = (xni , yni ,1ts, 1tr,1oc,1oc · v) (4.22)

fei→j = (xei→j , yei→j ), (4.23)

where (xni , yni) is the 2D position of the node ni, (xei→j , yei→j ) is the 2D di-

rection of the edge ei→j , v is the speed of the ego-vehicle, and 1ts, 1tr, 1oc are

the indicators. 1ts is the traffic signal indicator which is 1 if the node is on an

intersection and 0 otherwise. 1tr is the path indicator which is 1 if the node is

included in the pre-defined path ζ. 1oc is the occupancy indicator which is 1 if the

node is the nearest node to the current ego-vehicle position. The node position

(xni , yni) and edge direction (xei→j , yei→j ) are computed in the ego-vehicle coor-

dinate frame, where x-axis is parallel to the ego-vehicle direction. The position

of the ego-vehicle can be inversely calculated from the position of each node and

the occupancy indicator.

After constructing Gglobal, we extract the graph presentation Gt. We first select

the K nearest nodes to the ego-vehicle position. We then select only the nodes

in front of the ego-vehicle with a small margin µ. We use K = 96 and µ = 10m

in our setting. The position and direction of the ego-vehicle are estimated by the

extended Kalman filter and used to compute the ego-vehicle coordinate frame.

The road graph is computed in real-time when evaluating the agent.

4.3.3 Implementation Details

In the road graph encoder, the MLP networks ψnode and ψedge are constructed

by a fully-connected layer with the size of 6× 32 and 2× 32, respectively. We use

H = 3 for the number of GCN [47] layers. The weight of each GCN layer has the

size of 64 × 64 except for the last layer and the weight of the last GCN layer has
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the size of 64 × 128.

We use a pre-trained ResNet-34 model [37] for the network ϕglobal to encode the

global image feature obglobal. The network ϕglobal is pre-trained on ImageNet [21]

data and the last layer of ϕglobal is changed to a 512 × 128 size fully-connected

layer. We use a ResNet-18 model for the network ϕlidar to encode the LiDAR

feature oblidar. In contrast to ϕglobal, ϕlidar is not pre-trained. The last layer of

ϕlidar is also changed to a 512× 128 size fully-connected layer. We use 1× 64 and

64 × 128 size fully-connected layers for the network ψspeed to encode the speed

data feature embedding obspeed. All the feature embeddings obglobal, oblidar, and

obspeed have the same feature size of Z = 128.

We use a Faster R-CNN model [66] which is reimplemented and pre-trained on

the CARLA dataset [26] . We use two separate networks for object detection: a

traffic light detector and an obstacle detector. The traffic light detector detects

the traffic light signal which can be labeled as Red, Yellow, Green, or Off. The

obstacle detector detects the obstacles which can be labeled as Pedestrian, Car,

Bicycle, or Motorcycle. The classification result of each detector is encoded as

a one-hot vector. The bounding boxes of the detected objects of two detectors

are combined into the bounding box set {bi}di=1. The feature map Ĩt is computed

from the ResNet-34 model ϕob [37] and we use the feature map from the first

convolution groups named conv1. The ResNet-34 model ϕob shares the parameters

with the global image feature encoding network ϕglobal. Before applying the crop

operation, the feature map from ϕob is upsampled to the size of the original

image It with the bi-linear interpolation. The MLP networks ψimg and ψlin are

constructed by a fully-connected layer with the size of 64 × 128 and 8 × 128,

respectively. The MLP network ψob is constructed by two fully-connected layers

which have the size of 256 × 128 and 128 × 128. We use two separate networks

for ψimg, ψlin, and ψob depending on whether the detected object belongs to a

traffic light or an obstacle. The speed data encoding network ψspeed is also an
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MLP network and constructed by two fully-connected layers which have the size

of 1 × 64 and 64 × 128. All the MLP network uses the leaky-ReLU [55] for the

non-linear function.

We stack L = 5 transformer layers in the attention network module. Each

transformer in a layer has four heads. All the linear projection weights of each

transformer have the size of 128×128. The MLP network ψtran is constructed by

two fully-connected layers which have the size of 128×512 and 512×128. We use

the same network architecture as [11, 62] for the waypoint prediction network.

4.3.4 Baselines

We compare the proposed method with several baselines.

• CILRS [20]. CILRS is a conditional imitation learning method which uses

a single front camera image and a speedometer sensor data. The network

architecture of CILRS contains a conditional module which takes a naviga-

tional command as the condition.

• RBC [26]. RBC is a rule-based control which identifies the location of the

object through a Faster R-CNN [66] and controls the ego-vehicle based on

the hard-coded rules. We used a similar method with [26] but reimplemented

some rules to apply it to our setting. RBC detects traffic lights and obstacles

as the same as the proposed method. However, unlike the proposed method,

RBC estimates the 3D position of a detected object through LiDAR data.

In our implementation, RBC uses the following method to find the 3D

position of the detected object. First, the center points of the bounding

box of objects are projected into the normalized image coordinate using

the camera calibration matrix. Likewise, the 3D coordinates of the point

clouds obtained from LiDAR data are projected into the normalized image

coordinate. After that, the point cloud closest to the center point of the
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object is selected on the normalized image coordinate. The 3D coordinate

of the selected point cloud is used as the 3D coordinate of the detected

object. Based on the estimated 3D coordinate, RBC finds the lane in which

the obstacle is currently located. If the obstacle is on the current lane and

the distance between the ego-vehicle and the obstacle is less than λ, RBC

stops the ego-vehicle. We have fine-tuned the parameter λ and use the

best value for evaluation. The distance is computed according to the Frenet

coordinate frame of the lane. RBC also stops the vehicle if the traffic light

closest to the center of the image It is detected as red or yellow. However,

if the ego-vehicle has already entered an intersection, the vehicle does not

stop according to the traffic light.

• AIM [62]. AIM uses only the camera image as an input. The image input

is encoded through ResNet [37] based networks. The encoded features are

entered into the waypoint prediction network. We test two type of low-

level controller to check the effect of changing low-level controller. Vanilla

AIM follows the waypoints predicted by the waypoint prediction network.

AIM+R follows the pre-defined path as the same as the proposed method.

In AIM+R, the waypoint prediction network only decides the target speed

of the ego-vehicle.

• Transfuser [62]. Transfuser uses a camera image and a LiDAR feature

as inputs. The image and LiDAR input are encoded through ResNet [37]

based networks and fused together through the attention mechanism. The

fused feature is then entered into the waypoint prediction network. Similar

to AIM, we test Transfuser which is the vanilla version and Transfuser-R

which uses a path-following low-level controller.
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4.3.5 Comparison Results

We use three metrics in the evaluation: route completion, driving score, and in-

fractions per km. Route completion (RC) is the percentage of the completed route

length relative to the total route length. Driving score (DS) is the product be-

tween the route completion and the penalty weight. The penalty weight starts

from 1.0 and decreases when the agent commits an infraction. The types of infrac-

tions include the following events: collisions, running a red light, and running a

stop sign. There are also additional infractions which are not counted when com-

puting the penalty weight: off-road driving, route deviation, agent blocked, route

timeout. Instead of reducing the penalty weight, they affect the computation of

the route completion or terminate the simulation. Infractions per km (IpKm) is

the total number of infractions divided by the total distance in kilometers trav-

eled. To consider cases when a vehicle is stopped and the agent is blocked, we

count all types of infractions when computing IpKm. Higher is better in DS and

RC, and lower is better in IpKm. The detailed explanation of each metric can be

found from the CARLA official website [8].

We compare the proposed method with the other baselines. Each method is

trained and evaluated with five different random seeds. Table 4.1 shows the mean

and standard deviation of the result. We observe that the proposed method shows

the highest performances in all three metrics. Especially, the proposed method

shows higher performance than Transfuser which does not use the road graph

for the attention mechanism. The result demonstrates that the use of the road

graph feature can improve the performance of the autonomous driving controller.

To show the effect of changing the low-level controller, we tested AIM-R and

Transfuser-R which use the same low-level controller as RIANet. However, the

proposed method shows better performance than AIM-R and Transfuser-R even

they use the same low-level controller. In addition, the proposed method shows

better performance than RBC which uses the same object detector model. The
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result shows that the proposed method leverages the detected object features

more effectively compared to RBC.

4.3.6 Attention Score Visualization

We visualized the attention score of the detected objects and the nodes of the

road graph. The attention score is measured from the first layer of the attention

network by taking the mean of the attention weights along the query features.

Figure 4.4 shows two examples on Town05. On the camera images, we marked the

object with the highest attention score among the objects in red and the other

objects in blue. The results show that the attention network tends to pay more

attention to important objects (e.g., a jaywalking pedestrian and a vehicle that

crosses the intersection) than other objects. We also visualized the relationship

between the image and node features. We estimated the 3D position of the object

with the highest attention score using the estimation method of RBC [26] and

plotted the position on the 2D coordinates. We also plotted the road graph on the

same figure. Interestingly, the object with the highest attention score (red boxes)

and the node with the highest attention score (red x marks) are distributed close

to each other on the 2D coordinates. From the result, we can infer that the

network considers the relationship between the road graph and the object when

calculating the attention scores.

4.3.7 Road Graph Feature Analysis

We investigated how the structure of the road graph affects the attention in

the image. Figure 4.5 shows an example scenario. We first fed a camera image

(Figure 4.5(a)) and the corresponding road graph input (Figure 4.5(b)) to the

network. In this case, the network assigned the highest attention score of 0.01256

to the jaywalking pedestrian (red box). We then fed a left-curved road graph

(Figure 4.5(c)) to the network, which is randomly sampled from the evaluation
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Table 4.1: Performance Comparison

Method
Town05 Short

DS ↑ RC ↑ IpKm ↓

CILRS [20] 21.693 ± 1.751 25.762 ± 0.807 98.141 ± 14.164

RBC [26] 49.947 ± 4.966 84.016 ± 3.246 33.527 ± 4.783

AIM [62] 69.917 ± 15.104 73.106 ± 19.000 10.315 ± 2.489

AIM+R [62] 79.969 ± 18.601 82.286 ± 19.714 8.592 ± 7.382

Transfuser [62] 64.495 ± 7.840 70.915 ± 7.200 12.059 ± 2.835

Transfuser+R [62] 67.031 ± 8.800 73.254 ± 9.837 10.881 ± 2.481

RIANet (Ours) 87.469 ± 2.363 93.881 ± 3.827 6.319 ± 1.419

(a) Town05 Short

Method
Town05 Long

DS ↑ RC ↑ IpKm ↓

CILRS [20] 7.889 ± 1.047 10.751 ± 0.358 17.020 ± 1.182

RBC [26] 14.692 ± 4.019 82.866 ± 7.282 6.669 ± 0.490

AIM [62] 39.558 ± 5.056 83.018 ± 11.477 3.424 ± 0.248

AIM+R [62] 39.873 ± 5.005 80.251 ± 17.594 2.753 ± 0.325

Transfuser [62] 36.438 ± 8.412 96.650 ± 5.420 3.473 ± 0.452

Transfuser+R [62] 37.283 ± 7.049 92.815 ± 4.607 3.209 ± 0.613

RIANet (Ours) 44.719 ± 2.513 96.934 ± 2.927 2.624 ± 0.163

(b) Town05 Long
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Figure 4.4: Visualization of attention scores. (Left) Detected objects on camera

images. The object with the highest attention score is marked as red and the

other objects are marked as blue. (Right) Road graph of scenes in 2D BEV.

Green arrows indicate the position and direction of the ego-vehicle. Red boxes

represent the estimated 2D position of the object with the highest attention scores

and red x marks represent the 2D position of the node with the highest attention

scores.
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Figure 4.5: Road graph feature analysis. (a) A jaywalking pedestrian (red box)

and cars (blue and white boxes) are detected on a camera image. (b) A correct

road graph. (c) A random road graph. Green arrows indicate the position and

direction of the ego-vehicle. Red boxes in (b) and (c) represent the estimated 2D

position of the pedestrian. Also, blue boxes in (b) and (c) represent the estimated

2D position of the car marked in blue. The car marked in white box is not plotted

in (b) and (c).
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dataset. Interestingly, the network assigned the highest attention score of 0.00932

to the car (blue box) and the second-highest attention score of 0.00925 to the

pedestrian (red box). It appears that the network pays less attention to the object

if the object is estimated to be far from the ego-vehicle lane on the road graph.

The result shows that the network can capture the structural feature of the road

graph.

4.3.8 Ablation Study

As an ablation study, we tested how each input feature affects the performance

of the agent. In the As an ablation study, we tested how each input feature

affects the performance of the agent. In the default configuration, we used all the

road graph, detected bounding boxes, global image, LiDAR, and speed features.

However, in each case of no-graph, no-detection, no-global-image, and no-LiDAR

setting, we ignored the corresponding feature embedding XH , {obi}di=1, obglobal,

and oblidar, respectively. The feature fusion F is computed without the ignored

feature. The network is trained once with each configuration and evaluated with

three different random seeds. As shown in Table 4.2, The default configuration

shows the highest DS and IpKm in both Town05 Short and Town05 Long settings.

The default configuration shows a lower performance (1.671% and 3.066%) in

RC but shows a higher performance in DS (3.885% and 12.757%) and IpKm

(14.312% and 13.543%) compared to no-road-graph. From this comparison, it

can be inferred that the agent drives more cautiously when using the road graph.

In addition, the average performance of no-road-graph, no-detection, and no-

LiDAR were higher than that of Transfuser in Table 4.1, because Transfuser does

not use both road-graph and detection features. As a result, the ablation study

shows that all the proposed feature inputs are essential for driving successfully.
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Table 4.2: Ablation Study

Configure
Town05 Short

DS ↑ RC ↑ IpKm ↓

no-road-graph 84.198 ± 1.971 95.477 ± 3.575 7.374 ± 2.358

no-detection 81.729 ± 6.503 90.729 ± 6.503 8.453 ± 1.972

no-global-image 60.681 ± 2.513 93.532 ± 6.832 23.750 ± 1.343

no-LiDAR 82.754 ± 2.694 93.166 ± 3.669 9.657 ± 1.121

Default 87.469 ± 2.363 93.881 ± 3.827 6.319 ± 1.419

(a) Town05 Short

DS ↑ RC ↑ IpKm ↓

no-road-graph 39.660 ± 3.092 100.000 ± 0.000 3.035 ± 0.203

no-detection 39.091 ± 2.055 98.592 ± 1.991 2.997 ± 0.245

no-global-image 25.778 ± 5.552 86.312 ± 4.694 4.563 ± 0.370

no-LiDAR 39.139 ± 4.177 97.069 ± 4.146 2.976 ± 0.265

Default 44.719 ± 2.513 96.934 ± 2.927 2.624 ± 0.163

(b) Town05 Long
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4.3.9 Qualitative Results

We displayed simulation results of the proposed method in Figure 4.6 and Figure

4.7. In the simulations, the ego-vehicle was controlled by RIANet on CARLA

Town05 Short. The network model of RIANet is fully-trained before running a

simulation. We have captured the ego-vehicle in a third-person view (up) and

a bird-eye view (down). The snapshots are arranged in the order of time with

regular time intervals. In Figure 4.6, the ego-vehicle has stopped at the red light

signal (t = 3.0s). Note that turning right on red is prohibited in the CARLA

environment. After the signal turns green, the ego-vehicle has waited until the

frontal vehicle started to move (t = 6.0s). After the frontal vehicle started to

move, the ego-vehicle also started and has followed the frontal vehicle (t = 9.0s).

The right turn of the ego-vehicle was completed while the signal was green (t =

13.5s). As a result, the ego-vehicle successfully made a right turn without violating

traffic rules. Another example of a simulation result is shown in Figure 4.7. In

Figure 4.7, the ego-vehicle first has changed the lane (t = 3.0s). The ego-vehicle

then has turned left at the green light (t = 7.5s). The ego-vehicle did not violate

the traffic signal because the ego-vehicle passed the intersection before the signal

turned red. After passing the intersection, the ego-vehicle faced a jaywalking

pedestrian (t = 12.0s). To avoid a collision with the pedestrian, the ego-vehicle

has slowed down (t = 13.5s) and changed the lane (t = 15.0s). As a result, the

ego-vehicle succeeded to drive without any accidents or signal violations.

We compared the proposed method with RBC [26] and Transfuser [62] by

displaying simulation results. Figure 4.8 and Figure 4.9 shows snapshots of the

scenarios used for the comparison. In Figure 4.8, the ego-vehicle tries to cross

an intersection. RBC and RIANet successfully have driven the ego-vehicle and

crossed the intersection. Although the traffic lights became yellow before crossing

the intersection completely, the ego-vehicle did not violate the signal by making

the first start at the green light. On the other hand, Transfuser failed to cross
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the intersection without violating traffic sign. In the case of Transfuser, the ego-

vehicle stopped once in front of the intersection (t = 8.0s). When the traffic

signal turned red, the ego-vehicle suddenly started to move and violated the

traffic signal (t = 12.0s). In Figure 4.9, the ego-vehicle tries to turn right while

avoiding a collision with a jaywalking pedestrian. In this scenario, RBC failed

to recognize the signal properly and did not move in front of the intersection.

In the case of Transfuser, the ego-vehicle turned right on the intersection (t =

7.5s). However, the ego-vehicle turned right on the red, which is prohibited in

the CARLA environment. On the other hand, RIANet successfully drived the

ego-vehicle and finished turning before the traffic sign completely became red

(t = 7.5s). In both cases of Transfuser and RIANet, the ego-vehicle faced a

jaywalking pedestrian after passing the intersection. The ego-vehicle successfully

avoided the pedestrian in each scenario. As a result, only RIANet succeeded to

complete the path without any infraction.

4.4 Chapter Summary

In this chapter, we have presented a new driving framework that leverages the

attention score between the road graph and image feature. We haved proposed

RIANet to capture relationship between sensed observations against the road

structure via a road graph. The proposed network computes the scene context by

incorporating a road graph, image, and additional features through the attention

mechanism. In the experiments, we have shown that the proposed method out-

performs the baseline methods in terms of all the metrics. Compared to the other

methods, the proposed method can effectively leverage the attention between the

road graph and image features. The results show that the use of the attention

score improves the performance in urban autonomous driving.

84



Chapter 4. Road Graph and Image Attention Network for
Autonomous Driving

T
im

e
t

=
1.

5
s

t
=

3.
0s

t
=

4.
5s

t
=

6.
0s

t
=

7.
5
s

t
=

9.
0s

T
ra

ffi
c

li
gh

t
R

ed
R

ed
G

re
en

G
re

en
G

re
en

G
re

en

R
IA

N
et

T
im

e
t

=
1
0.

5
s

t
=

12
.0

s
t

=
13
.5

s
t

=
15
.0

s
t

=
16
.5

s
t

=
18
.0

s

T
ra

ffi
c

li
gh

t
G

re
en

G
re

en
-

-
-

-

R
IA

N
et

F
ig

u
re

4
.6

:
T

u
rn

ri
gh

t
an

d
av

oi
d

a
p

ed
es

tr
ia

n
sc

en
ar

io
.

85



Chapter 4. Road Graph and Image Attention Network for
Autonomous Driving

T
im

e
t

=
1.5s

t
=

3.0s
t

=
4.5s

t
=

6.0s
t

=
7.5s

t
=

9.0s

T
raffi

c
ligh

t
G

reen
G

reen
G

reen
G

reen
G

reen
Y

ellow

R
IA

N
et

T
im

e
t

=
1
0.5

s
t

=
12.0s

t
=

13.5s
t

=
15.0s

t
=

16.5s
t

=
18.0s

T
raffi

c
ligh

t
Y

ellow
-

-
-

-
-

R
IA

N
et

F
igu

re
4.7:

T
u

rn
left

an
d

avoid
a

p
ed

estrian
scen

ario.

86



Chapter 4. Road Graph and Image Attention Network for
Autonomous Driving

T
im

e
t

=
2.

0
s

t
=

4.
0s

t
=

6.
0s

t
=

8.
0s

t
=

1
0.

0s
t

=
12
.0

s

T
ra

ffi
c

li
gh

t
G

re
en

G
re

en
G

re
en

Y
el

lo
w

Y
el

lo
w

R
ed

R
B

C
[2

6]

T
ra

n
sf

u
se

r
[6

2
]

R
IA

N
et

(O
u

rs
)

F
ig

u
re

4.
8:

C
ro

ss
in

g
an

in
te

rs
ec

ti
on

sc
en

ar
io

.

87



Chapter 4. Road Graph and Image Attention Network for
Autonomous Driving

T
im

e
t

=
2.5

s
t

=
5.0s

t
=

7.5s
t

=
10.0s

t
=

12.5s
t

=
15.0s

T
raffi

c
ligh

t
G

reen
Y

ellow
R

ed
R

ed
R

ed
R

ed

R
B

C
[2

6]

T
ra

n
sfu

ser
[6

2]

R
IA

N
et

(O
u

rs)

F
igu

re
4.9:

T
u

rn
righ

t
an

d
av

oid
a

p
ed

estrian
scen

ario.

88



Chapter 5

Road Graph Change Detection

for Autonomous Driving

In the previous works, it is demonstrated that using a road graph representa-

tion has advantages over a feature-based representation [17, 18, 15, 71, 82], BEV

image representation [59, 41], or egocentric image based representation [19, 20].

In particular, using a road graph representation has two major advantages when

training a driving agent. First, a road graph can help an agent grasp the road

information. For example, a road graph can give information about road connec-

tions. Second, a road graph is efficient for representing a state of an environment.

A road graph has a smaller data size than an image-based input. It reduces the

time complexity required for data processing.

In Chapter 3 and Chapter 4, we have presented a driving framework using a

road graph representation. As a result, the road graph based controllers showed

improved performances than previous learning-based controllers. However, apply-

ing a road graph representation to the real world environment is still challenging

because of road change issues. The structure of roads in the real world can be

changed for several reasons such as road construction or temporary traffic control.
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For example, the location of the road can be changed after road construction, or

some of the road lanes can be blocked during a temporary traffic control. Because

road graphs for RIANet were loaded from a pre-constructed road database and

not constructed on the fly, our framework was vulnerable to these road change

issues. This made our prior frameworks perceive inaccurate and unreliable road

structural information, which resulted in performance degradation in the real

world environment.

Road change detection has been studied in the field of autonomous driving.

However, compared with the proposed method, there are the following differ-

ences in previous works. Pannen et al. [61] suggested a particle filter based lo-

calization system and road change detection algorithm. In their work, however,

they assumed that the accurate positions of landmarks, such as lane markings or

traffic signs, are provided to the ego-vehicle controller. Ding et al. [22] proposed

a LiDAR based localization system and appended a local road change detection

module to enhance their localization accuracy. However, their method cannot rec-

ognize visual road changes such as road marking or lane width changes because

their detection module only relies on a LiDAR sensor. Heo et al. [42] suggested

using deep metric learning to detect mislabeled road markings in an HD map.

Likewise, Lambert et al. [49] suggested several fusion-based network architectures

which can detect newly added road markings in an HD map. Unlike prior work,

the proposed framework focuses on detecting structural road changes such as lane

addition or lane width changes.

In this chapter, we focus on the unreliability problem of input road graphs,

which is caused by road changes. For this purpose, we introduce an improved

version of our framework named RIANet++. Unlike [33], which uses only a con-

troller module, RIANet++ uses a road change detection module as well. The road

change detection module detects a road change by checking the similarity score

between image sensor data and pre-constructed query road graph data. By detect-
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ing a road change, we are able to increase the worst-case performance of the agent

by filtering out unreliable road graph input. For the road change detection mod-

ule, we suggest two types of detection methods. The semantic matching method

converts the query road graph into a semantic image and measures the similar-

ity score in the semantic image domain. Likewise, the graph matching method

converts the image sensor data into a road graph and measures the similarity

score in the road graph domain. In the experiment, we show the effects of the

proposed detection methods on the robustness of the controller. The experiment

is performed in two driving environments: the CARLA urban driving simulator

[25] and the Future Mobility Technology Center (FMTC) real-world environment.

In both cases, the proposed method successfully detects road changes and shows

improved driving performance compared to other baselines, including our prior

work [33].

Our contributions are summarized as follows:

• We propose a driving framework which can consider the importance of

objects and the scene context by leveraging road graph data.

• To solve the unreliability issue of road graph data, we propose to combine

the controller with the road change detection module, which can find the

road graph error from an egocentric image and query road graph.

• The proposed detection methods successfully detect road changes and help

the overall framework outperform the other baselines in both detection and

driving performance.

• We also experimentally demonstrate that the proposed driving framework

can overcome the performance degradation issue, which occurs by unex-

pected road changes, through the road change detection module.
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5.1 Problem Setting

In this section, we first define the problem where the proposed framework is

applied. In our problem setting, the goal is to train an urban autonomous driving

agent to visit a sequence of goal locations while keeping traffic rules, such as

collision avoidance and stopping at a red light. We denote the goal location set

as {gi}li=1, where gi is a goal location and l is the number of the goal locations.

The agent needs to reach each goal location in the given order. The driving

vehicle is installed with several sensors such as cameras, LiDAR, GPS, IMU, and

a speedometer sensor. The agent observes its state from these sensor data at

every time step t. Also, the agent is given the position and direction of the ego-

vehicle from the localization system. The localization system uses GPS and IMU

sensor data and estimates the vehicle odometry using the extended Kalman filter.

The detailed specification of each sensor and environment setting is explained in

Section 5.3.

In addition to egocentric sensor data, the driving agent is also given road graph

data. A road graph is a graph which represents the topological information of a

local map. In this paper, we use a graph representation method, which is defined

in [32, 33]. The agent observes a road graph Gt for every time step t. A road

graph Gt is a subgraph of a global graph Gglobal = (V,E). The nodes and edges

of this global graph Gglobal represent the topological information of the global

map data. A node ni ∈ V represents a drivable point on the map. These points

are sampled along the centerline of road segments with an interval of 3m. An edge

ei→j represents the connection between the node ni and nj . This connection is

only valid if the ego-vehicle is allowed to drive from ni to nj . The position of node

ni and the direction of an edge ei→j are stored in the database. During training or

test, the agent only observes a subgraph Gt, which contains K = 96 nearest nodes

from the agent’s position. These nearest nodes in Gt are only selected among the
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nodes in front of the ego-vehicle with a small backward margin µ = 10m. A

node feature fni and an edge feature fei→j in Gt are calculated depending on the

ego-vehicle state and the topological structure of Gt. In details, fni and fei→j are

defined as follows:

fni = (xni , yni ,1ts, 1tr,1oc,1oc · v) (5.1)

fei→j = (xei→j , yei→j ), (5.2)

where (xni , yni) is the node position, (xei→j , yei→j ) is the edge direction, v is the

ego-vehicle speed, and 1ts, 1tr, 1oc are the scalar-valued binary indicators. 1ts

is the traffic signal indicator meaning that the node is at an intersection. 1tr is

the path indicator meaning that the node is a part of the pre-defined vehicle

path. 1oc is the occupancy indicator meaning that the node is the closest node

to the ego-vehicle position. We use the ego-vehicle-centered coordinate frame to

compute the node position (xni , yni) and edge direction (xei→j , yei→j ). The x-axis

of the coordinate frame is parallel to the orientation of the ego-vehicle.

The structure of roads in the real world can be changed due to road construction

or temporary traffic control. Therefore, in our problem setting, we assume that

some part of a global road graph Gglobal can contain a structural error due to those

road changes. Because Gt is stored and loaded from a pre-constructed database

of Gglobal, the structure of Gt could be different from the structure of the actual

road. In this paper, we assume that the road graph Gt can be changed to G′
t by

road changes. The actual road graph of the environment is G′
t, but an agent can

only access to the pre-constructed road graph Gt. Figure 5.1 explains how each

type of a road change can be applied to a road graph. In our problem setting, we

define six different types of road changes as follows:

• Lane Deviation (LD). A road can deviate in a perpendicular direction

to the road.
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• Lane Width Change (LWC). A lane width of a road is increased or

decreased.

• Lane Removal (LR). Compared with the road graph Gt, a road segment

in the actual road graph G′
t has fewer lanes. It means that the number of

lanes is decreased after the road change.

• Lane Addition (LA). Compared with the road graph Gt, a road segment

in the actual road graph G′
t has additional lanes. It means that the number

of lanes is increased after the road change.

• Node Missing (NM). A static object, such as traffic barriers, can hide a

part of the road. In this case, nodes of the road graph Gt are missing.

• Combination (Comb). Some of the other road change types can be si-

multaneously applied to the road graph Gt.

During the evaluation, the agent is met with the actual road graph G′
t but can

access only the pre-constructed road graph Gt. The detailed explanation of each

road change type is described in Section 5.3.1.

5.2 Proposed Method

In this section, we explain the proposed driving framework (RIANet++). Unlike

our prior framework in Chapter 4, the proposed framework assumes the unre-

liability of a road graph and focuses on handling it. To this end, we suggest

a detection module which can detect errors on the road graph caused by road

changes. The overall flow of the proposed framework is explained in Figure 5.2.

The road change detection module (Figure 5.2(a)) determines whether a road

change has occurred in the scene through the input camera image and the query

road graph. If a road change is not detected, the query road graph is considered
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Figure 5.2: The structure of the proposed framework. (a) Road change detection

module. (b) Controller module for normal cases. (c) Controller module for road

change cases.

reliable. In this case, we use the same road graph based controller module as

RIANet (Figure 5.2(b)). However, if a road change is detected, the query road

graph is considered incorrect, and we use another controller module which ignores

this road graph data (Figure 5.2(c)). The details of the controller module and

road change detection module are explained in Section 5.2.1 and Section 5.2.2,

respectively.

5.2.1 Controller Module

As mentioned in Section 5.2, we use a road-graph controller module (Figure

5.2(b)) when a road change is not detected. However, if a road change is detected,

we use a no-road-graph controller module which is trained without road graph

data (Figure 5.2(c)).

Road-Graph Controller Module for Normal Cases. When a road change

is not detected, we use the same road graph based controller which is suggested

in Section 4.2 (road-graph controller module). The road-graph controller module

takes both road graph and ego-centric sensor data as inputs. As explained in Sec-
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tion 4.2, we use an attention network [78] for our controller module. We compute

the attention score between a road graph and image features and leverage it to

reflect the scene context. The controller module consists of three sub-modules

named a feature encoder, an attention network, and a low-level controller. First,

in the feature encoder module, each road graph and ego-enteric sensor data is en-

coded into each feature embedding. Second, in the attention network module, all

the feature embeddings are fused by the attention mechanism. Finally, the low-

level controller module computes the target speed of the ego-vehicle and controls

it with a PID controller.

No-Road-Graph Controller Module for Road Change Cases. When a

road change is detected, we control the vehicle using a different network trained

without road graph data (no-road-graph controller module). The differences be-

tween the road-graph and no-road-graph controller modules are as follows: First,

the no-road-graph controller module does not take a road graph as an input to

the network. Both road-graph and no-road-graph controller modules have similar

network structures. However, the no-road-graph controller module uses the fea-

ture fusion vector F = Fob instead of (4.13). Second, for the steering control, the

no-road-graph controller module does not use the pre-defined path ζ when deter-

mining the steering control value. As explained in Section 4.2.3, the road-graph

controller module uses path ζ to determine the steering control value. However,

since the path ζ is calculated from the road graph Gglobal, there is a concern

that a road change in Gglobal also occurs an inaccuracy in the path ζ. Therefore,

instead of following the path ζ, the no-road-graph controller module controls the

steering of the vehicle to follow the predicted waypoints {wt}Tt=1. These waypoints

are predicted by the waypoint prediction network [11, 62] (Section 4.2.3) of the

no-road-graph controller module.
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5.2.2 Road Change Detection Module

In this section, we describe a road change detection module which is mentioned in

Section 5.2. The road change detection module uses a camera image to determine

whether the query road graph stored in the database matches with the road graph

of the current environment. In this paper, we suggest two types of matching

methods for our road change detection module: graph matching and semantic

matching. Figure 5.3 illustrates the difference between two detection methods.

Each method has its own advantages depending on the environment.

Graph Matching Method. In the graph matching method, the detection mod-

ule first reconstructs a road graph of the current environment from a camera

image. The detection module then compares the reconstructed road graph with

the query road graph. To reconstruct the road graph, we use a method similar

to Sat2Graph [40]. First, we convert a given camera image into a 2D BEV im-

age which covers 32m × 32m area in front of the ego-vehicle with a resolution of

256× 256. This 2D BEV image is entered into the deep layer aggregation (DLA)

[85] network and processed into a grid image of 19 channels. The first output

channel of DLA indicates the node existence probability for each pixel location

(px, py). In addition, the (3i+ 1)-th channel indicates the probability that there

exists the i-th edge in the corresponding node at (px, py), and the (3i+ 2)-th and

(3i + 3)-th channels indicate the direction of the i-th edge. The DLA network

is trained from the dataset in a supervised learning manner. The road graph is

reconstructed from the output image of DLA. We set a threshold to determine

whether a node or edge exists in each pixel location. We use 0.1 as a threshold

for the node existence. If the probability of node existence does not exceed 0.1, it

is also determined that the edge does not exist in the node. If the probability of

node existence exceeds 0.1, we use the following distance function to determine
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whether the i-th edge of the node u is connected to the surrounding nodes v.

disti(u, v) =
∥∥pu + ∆piu − pv

∥∥
2

+ α · cosdist(∆p
i
u, (pu − pv)),

(5.3)

where pu and pv are the pixel locations of the nodes u and v, ∆piu is the predicted

direction of the i-th edge of the node u, cosdist is the cosine distance between two

vectors, and α is the weight of the cosine distance. In the distance function,

the first term indicates how much the predicted position of the outgoing node

(pu + ∆piu) matches with the node position (pv) and the second term indicates

how much the predicted edge direction (∆piu) matches with the edge direction

(pv − pu). In the implementation, we set α to 100. We connect the node u and v

if the i-th edge existence probability of the node u is larger than a threshold 0.1

and the distance function disti(u, v) is smaller than a threshold 3.0.

To determine whether the reconstructed road graph matches the query road

graph, we check the similarity score between two road graphs. We use TOPO [6]

and APLS [77] as similarity scores because they are among the most widely used

metrics for checking graph similarity. To measure TOPO, we first find maximum

one-to-one matching between the nodes of two graphs G1 and G2. In this case,

the distance between the matched nodes should not exceed 4m in the world

coordinate frame. TOPO is measured through the following equation:

TOPO(G1, G2) =
2 ·M(G1, G2)

V (G1) + V (G2)
, (5.4)

where M(G1, G2) is the number of the matched nodes between G1 and G2, and

V (G1) and V (G2) are the number of the nodes in G1 and G2, respectively.

To measure APLS, we sample two nodes u and v in the graph G1 and find the

shortest path between u and v. We then find the nodes u′, v′ ∈ G2 which are the

nearest nodes to u and v, respectively. APLS is measured through the following
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equation:

APLS(u, v) = 1 − min

(
1,

|L(u, v) − L(u′, v′)|
L(u, v)

)
, (5.5)

where L(u, v) is the shortest path length between the node u and v. If the path

between u′ and v′ does not exist, L(u′, v′) is considered as an infinite value. To

calculate APLS between two graphs, we sample all the valid node pairs in G1

and use the mean value of APLS as the similarity score.

TOPO and APLS range between zero and one. Also, their values become higher

when the two graphs are more similar. Therefore, we can use both metrics to

compute the similarity score between two graphs. The graph matching based de-

tection module determines road changes when the similarity score between the

reconstructed road graph and the query road graph becomes below a detection

threshold. In the experiment, both metrics are evaluated under different condi-

tions.

Semantic Matching Method. In the semantic matching method, the detec-

tion module first predicts the camera-based semantic segmentation image using

a DeepLabv3+ [14] network. To ignore occlusions by obstacles and only consider

the road structure, we define four classification types: empty, driving area, yellow

line, and white line. During training and test, the DeepLabv3+ network ignores

occlusion and predicts the structural information of the road. In addition, the net-

work ignores the difference between a dotted line and a straight line and predicts

only the position of lines. The detection module also synthesizes the semantic

segmentation image from the query road graph. The synthesized semantic image

is compared with the semantic image predicted by DeepLabv3+. As a result, the

detection module discerns the road change through the similarity score between

two semantic images.

The process of synthesizing a semantic image from a query road graph is as

follows: First, we find the positions of the left and right boundaries for each lane
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in the graph. The width of the road is calculated from the width between the

side lane. For a one-way-one-lane road, we use a fixed lane width value of 3.5m

to find the boundaries. For a road with multiple lanes, we can find the center line

of the road from the leftmost boundary among the lanes. We draw a yellow line

along this road center line on the 2D plane. We also draw a white line for the rest

of the lane boundary positions. In the road environment setting we use, yellow

lines always take place in the center of the road, and there is no yellow line on

the edge of the road. Finally, the synthesized semantic image is transformed into

a given camera viewpoint.

To check the similarity score between the predicted semantic image and the

synthesized semantic image, we measure the mean average precision (mAP) and

mean intersection over union (mIoU), which are widely used metrics for evalu-

ating the performance of semantic segmentation. The semantic matching based

detection module determines road changes when the similarity score between

two images becomes below a detection threshold. We also compare the detection

performance of both mAP and mIoU in the experiments.

5.3 Experiments

In the experiments, we first show that the road graph based controller is effective

for urban autonomous driving. However, we also show that a road change in

the environment can harm the performance of the controller module. We then

demonstrate that this harmful effect can be reduced by the proposed road change

detection module in RIANet++.

5.3.1 Environments

We use two environments for our experiment: the CARLA simulator and FMTC

real-world driving environment. The CARLA simulator [25] is one of the most
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widely used urban simulators. CARLA contains various map environments from

Town01 to Town07 and includes complex scenarios such as pedestrian avoidance

and crossing intersections. To train the controller and road change detection mod-

ules, we use a dataset collected by [62]. We use Town05 for the evaluation to check

the performance of the controllers and detection modules. The Town05 environ-

ment is divided into Town05 Long and Town05 Short scenarios depending on the

length of the route distance. The road graph Gglobal is constructed from the HD-

map data [1] by following the method in [33]. Future Mobility Technology Center

(FMTC) is a real-world test driving facility for self-driving vehicles in Siheung,

Korea. FMTC includes urban driving scene components such as intersections,

crosswalks, and traffic lights. Figure 5.5 shows a snapshot of FMTC and the cor-

responding road graph we constructed. We collected expert data using our test

vehicle in FMTC. Figure 5.4 shows the vehicle platform and sensor configuration

we used for the experiment. The FMTC dataset includes four driving scenarios

which are illustrated in Figure 5.6. For the reality of the scenarios, each data is

collected by changing the driving lanes and allowing one or two other vehicles to

drive near the ego-vehicle. The collected dataset contains a total of 14,406 frames

with 0.5s time intervals. We take a satellite image of FMTC and manually draw

the centerline of the roads to extract a road graph from it. The positional infor-

mation in the driving dataset is also manually adjusted to reduce the localization

error. For all experiments, the networks of the controller and road change detec-

tion modules are trained once using the entire training dataset and evaluated for

each evaluation scenario.

5.3.2 Performance of Road Graph Based Controller Module

We first conduct the experiments in environments without road change conditions

to measure the performance of the road graph based controller module itself.

CARLA Environment. In the CARLA environment, we compare the proposed
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(a)

(b)

Figure 5.4: Vehicle platform and sensor configuration. (a) Hyundai Ioniq platform

used for collecting the road graph and expert dataset. The vehicle is equipped

with a ZED camera, two Velodyne LiDARs, and a GPS+IMU based localization

system. (b) The illustration of the installed sensor configuration.
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(a) (b) (c) (d)

Figure 5.6: Illustrations of four real-world experience scenarios. Various types

of roads are used for each scenario. (a) Go straight on a straight road or an

intersection. (b) Turn right on an intersection. (c) Turn left on an intersection.

(d) Stop behind another vehicle.

controller module with the other baselines which do not use a road graph as an in-

put to the network. CILRS [20] is an imitation learning based method which uses

only a camera image, a speedometer sensor data, and a navigational command as

inputs to the network. AIM [62] is also an imitation learning based method, but

it uses LiDAR 2D BEV grid image as an additional input. Likewise, Transfuser

[62] takes the same input as AIM, but it uses the attention mechanism [78] to

fuse image and LiDAR inputs to consider the relationship between them. While

vanilla AIM and Transfuser directly follow the predicted waypoints, AIM+R and

Transfuser+R are designed to follow the pre-defined path ζ as done in the pro-

posed method. The predicted waypoints of AIM+R and Transfuser+R are only

used for calculating the target speed. RBC [26] is a rule-based controller which

uses a Faster R-CNN [66] to identify the locations of objects on the scene. The

details of the rules for RBC are described in Section 4.3.4.

We use three metrics for the comparison in the CARLA environment: Route

completion (RC) is the percentage of the completed route. Driving score (DS) is

the product of the route completion and the penalty weight. The penalty weights

range from 1.0 to 0.0 and decrease when the agent fails to follow the traffic rules.
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Infractions per km (IpKm) is the number of committed infractions divided by the

total traveling distance in kilometers. Examples of infractions include collisions,

running on red, and off-road driving. Higher is better in DS and RC, and lower is

better in IpKm. The details of each metric are described on the CARLA official

website [8].

Table 5.1 shows the performance comparison results between each baseline con-

troller module. Each method is tested with five different random seeds. In the

experiment, the proposed controller module shows the highest performance in all

cases. In particular, the proposed controller module shows higher performance

than Transfuser and AIM. Also, even though AIM+R and Transfuser+R follow

the same path ζ as the proposed controller module, they still show lower perfor-

mance. The results show that the proposed controller module outperforms the

other baseline methods by using the road graph data as an input to the network.

FMTC Real-World Driving Environment. We also compare the perfor-

mance of the controller modules in the FMTC real-world driving environment.

The results are shown in Table 5.2. Due to the limitations of our vehicle platform

and safety issues, we do not use the same comparison method as the CARLA ex-

periment. We instead compare the L2 norm between the waypoints predicted by

the waypoint prediction network [11, 62] and the expert waypoints in the evalua-

tion dataset. This L2 norm is noted in meters and shows how well each controller

network module is trained to imitate the expert’s action. Because only AIM and

Transfuser use the waypoint prediction network, we compare the proposed con-

troller module with these two baseline networks. In the result, we observe that

the proposed controller module shows the lowest L2 norm. It means that the

waypoints predicted by the proposed controller module are most similar to the

expert’s waypoints. Therefore, it can be said that the road graph network is most

effective for training urban driving controllers.
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Table 5.1: Performance comparison of controller module (CARLA)

Method
Town05 Short

DS ↑ RC ↑ IpKm ↓

CILRS [20] 21.693 ± 1.751 25.762 ± 0.807 98.141 ± 14.164

RBC [26] 49.947 ± 4.966 84.016 ± 3.246 33.527 ± 4.783

AIM [62] 69.917 ± 15.104 73.106 ± 19.000 10.315 ± 2.489

AIM+R [62] 79.969 ± 18.601 82.286 ± 19.714 8.592 ± 7.382

Transfuser [62] 64.495 ± 7.840 70.915 ± 7.200 12.059 ± 2.835

Transfuser+R [62] 67.031 ± 8.800 73.254 ± 9.837 10.881 ± 2.481

RIANet++ (Ours) 87.469 ± 2.363 93.881 ± 3.827 6.319 ± 1.419

(a) Town05 Short

Method
Town05 Long

DS ↑ RC ↑ IpKm ↓

CILRS [20] 7.889 ± 1.047 10.751 ± 0.358 17.020 ± 1.182

RBC [26] 14.692 ± 4.019 82.866 ± 7.282 6.669 ± 0.490

AIM [62] 39.558 ± 5.056 83.018 ± 11.477 3.424 ± 0.248

AIM+R [62] 39.873 ± 5.005 80.251 ± 17.594 2.753 ± 0.325

Transfuser [62] 36.438 ± 8.412 96.650 ± 5.420 3.473 ± 0.452

Transfuser+R [62] 37.283 ± 7.049 92.815 ± 4.607 3.209 ± 0.613

RIANet++ (Ours) 44.719 ± 2.513 96.934 ± 2.927 2.624 ± 0.163

(b) Town05 Long

Table 5.2: Average L2 norm in meters between the expert waypoints and the

waypoints calculated by controller module (FMTC Real-World)

Method Scenario 1 Scenario 2 Scenario 3 Scenario 4

AIM 1.026 0.674 0.640 0.362

Transfuser 0.745 0.499 0.272 0.375

RIANet++ (Ours) 0.349 0.285 0.231 0.156
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5.3.3 Performance of Road Change Detection Module

We now test the performance of the road change detection module through the

experiments. We measure the similarity score between the camera image and the

query road graph in each experiment. For positive samples, we use query road

graphs in which road change processes described in Section 5.1 are applied. On

the other hand, for negative samples, we use query road graphs in which the road

change processes are not applied. It means that the road graph in a negative

sample shows the accurate road graph of the scene. To validate the performance

of the road change detection module, we set a determining threshold for the

similarity score. We then obtain a precision-recall curve of the detection module

by changing this threshold. In each experiment, we show the average precision

computed from each precision-recall curve.

To compose training and evaluation data for road change detection, we apply

the road changes, which are described in Section 5.1, to the collected road graph

data. In the case of lane deviation change, each node in a road moves in a direction

perpendicular to the road’s tangent line. A road can deviate in both left or right

directions. The degree of a road deviation is randomly sampled from a uniform

distribution between 1.5m and 3.0m. In the case of lane width change, the degree

of a lane width change is randomly sampled from a uniform distribution between

1.0m and 1.5m. This lane width change is equally applied to all lanes on one

road segment. When a road has two or more lanes, the distance between the lane

center lines also is changed when the lane width is changed. In the case of lane

removal and lane addition, the number of lanes decreased or increased by one. In

the case of node missing, we assume that a road graph Gt can have a missing node

up to one compared with the actual road graph G′
t. In the case of combination,

lane deviation and lane width change are applied to a road graph simultaneously.

In addition, one additional lane change type is randomly selected among lane

removal, lane addition, and node missing and then applied to the road graph.
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We validate two types of the proposed detection methods described in Section

5.2.2: graph matching and semantic matching. For the graph matching method,

we test TOPO [6] and APLS [77] as the similarity scores. For the semantic match-

ing method, we test mAP and mIoU as the similarity scores. We also test two

baseline methods for comparison. ResNet discriminator [49] uses a ResNet-34 [37]

model and takes the camera image and the query semantic image as inputs. The

query semantic image is synthesized from the query road graph and stacked with

the camera image at a channel level. The ResNet-34 network is trained to predict

the probability of road change occurrence in the scene. By applying a threshold

on this probability, we calculate the average precision of the ResNet discrimina-

tor. Deep metric learning [42] also uses the camera image and the query semantic

image as inputs. However, in deep metric learning, two different networks encode

both camera image and query semantic image into the same feature space, and

the similarity score is calculated from the cosine similarity between the encoded

features. The encoder networks are trained with a triplet loss to make the seman-

tic image without road changes have higher cosine similarity than the semantic

image with road changes. We also calculate the average precision of the deep

metric learning method using the similarity score.

CARLA Environment. In Table 5.3, the mIoU-based semantic matching method

outperforms the other methods in terms of average precision. In Town05 Short,

the semantic matching method shows the highest performance for all road changes.

In Town05 Long, the mIoU-based semantic matching method also shows the high-

est performance except for lane deviation and node missing cases. However, even

in those two cases, the mIoU-based semantic matching method shows no signif-

icant difference in performance from the method with the highest performance.

As a result, in the CARLA environment, we find that the proposed mIoU-based

semantic matching method shows the highest performance at road change detec-

tion.
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Chapter 5. Road Graph Change Detection for Autonomous Driving

FMTC Real-World Driving Environment. In Table 5.4, the mIoU-based

semantic matching method also shows the highest performance in lane deviation

and lane width change cases. However, on average, the method with the highest

performance is the TOPO-based graph matching method. Even though it does not

shows the highest average precision, the mIoU-based semantic matching method

still shows a higher performance compared with ResNet discriminator [49] and

deep metric learning [42] in average cases. We analyze the causes of degradation

in the semantic matching method in the FMTC environment. Compared with

the CARLA dataset, it is observed that the FMTC dataset contains more local-

ization errors. Even though we manually adjust the errors in the training data,

the errors are not adjusted for the evaluation data. The localization errors can

cause viewpoint discrepancy when synthesizing a semantic image from a query

road graph. Therefore, localization errors can result in the synthesis of the wrong

semantic images, which consequently interferes with accurate calculations of the

similarity score and the performance of the detection module.

5.3.4 Robustness of Controller under Road Change Condition

In this experiment, we verify that the road change detection module can actually

increase the robustness of the controller under the road change condition. The

proposed method (RIANet++) uses both the detection module and controller

module as described in Section 5.2 while RIANet uses only the controller module

and does not detect road changes.

CARLA Environment. In the CARLA environment, we randomly select three

road segments among the roads on the entire route and apply road changes. In

addition, the types of applied road changes are also randomly selected for each

scenario. For the road change detection module in RIANet++, we use the seman-

tic matching method in the CARLA environment. We use mIoU as the similarity

score, and the detection threshold is set to 0.46. The results of the experiment
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are shown in Table 5.5. We observe that RIANet shows a performance degrada-

tion under the road change conditions, and it demonstrates that the performance

of the road graph based controller can be vulnerable to road changes. On the

other hand, RIANet++ shows robustness against road changes, and it shows

the performance which is similar to the case when there is no road change. The

result demonstrates that the road change detection module in RIANet++ can

relieve the controller module’s performance degradation which is caused by road

changes.

FMTC Real-World Driving Environment. We also conduct a similar exper-

iment in FMTC. We test RIANet and RIANet++ in both road change condition

cases and without road change condition cases. In the road change condition case,

road changes are applied to one randomly selected road on the route, and the type

of road change is also randomly selected. For the road change detection module in

RIANet++, we use the graph matching method in the FMTC environment. We

use TOPO [6] as the similarity score, and the detection threshold is set to 0.49.

Similar to Section 5.3.2, we compare the L2 norm accuracy of the predicted way-

points between RIANet and RIANet++. We show the average experiment results

for each scenario in Table 5.6. In the results, RIANet and RIANet++ generally

show lower performance when road changes are applied. However, the errors of

RIANet are increased by 5.779% on average in the road change condition, while

the errors of RIANet++ are only increased by 2.411% increase on average. The

results show that the proposed RIANet++ is more robust to road changes and

shows more consistent performances than RIANet.

5.4 Chapter Summary

In this chapter, we have proposed a road graph based autonomous driving frame-

work which is robust to road changes. For urban driving, the proposed framework
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captures the scene context by fusing road graph image data through the attention

mechanism. In addition, we introduce road change detection methods to solve the

unreliability issue of road graphs. By measuring the similarity between the road

graph and image data, the proposed framework can consider the reliability of the

road graph when deciding the control output. We successfully applied it to driving

environments such as the CARLA simulator and the FMTC real-world driving

environment. In the experiments, we have shown that the detection module in

the proposed framework can successfully detect road changes in road graphs. As

a result, the proposed framework outperformed other baselines and showed stable

control performance even in conditions where the road graphs are inaccurate.

117



Chapter 5. Road Graph Change Detection for Autonomous Driving

118



Chapter 6

Conclusion

In this dissertation, we have investigated several methods for utilizing road infor-

mation in autonomous driving. We have proposed a representation method which

provides road information in the form of a graph. We have also proposed effective

network architectures which can handle the proposed representation. In addition,

we have dealt with several issues which can arise when using a road graph in the

real world.

In Chapter 3, we have proposed an autonomous driving framework, named road

graphical neural network (Road-GNN), which can leverage road information for

driving. The road information is represented by a graph which includes the road

connection and vehicle features. In the experiment, we evaluated the baseline

methods in various roundabout environments. We experimentally demonstrated

that the proposed method outperforms the other non-road-graph-based methods.

The results have shown that representing the road environment state with a road

graph can be effective for autonomous driving.

In Chapter 4, we have improved Road-GNN and proposed a sensor fusion

based driving framework named road and image attention network (RIANet).

In RIANet, we have represented the road environment state by combining road
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Chapter 6. Conclusion

information, camera image, and other sensor data. The proposed network fuses

the input data by attention mechanism [78]. Through the attention mechanism,

the proposed network is designed to consider the importance of objects according

to the road structure. In the experiment, we have demonstrated that the fusion-

based method can enhance driving performance. In addition, we have shown that

the proposed network can successfully attend to important features when driving

in a complex road environment.

In Chapter 5, we have proposed a method that can detect an error in a road

graph and thereby prevent performance degradation caused by the error. The

proposed method can detect a changed part of a road graph and ignore the road

graph when a road change is detected. We also have combined the proposed

detection method with RIANet. By combining the road change detection mod-

ule and the controller module, we have suggested a robust driving framework

named RIANet++. In the experiment, we have shown that the proposed driving

framework can improve the worst-case performance of the controller by selecting

between a road-graph-based and non-road-graph-based network.
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Appendix A

Collected map images of

roundabout environment

Figure A.1 shows examples of roundabout images we collected.
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Appendix B

Map image and road graph of

CARLA Town05

As explained in Section 4.3.2, a global road graph Gglobal is constructed from

HD-map data of a CARLA town. Figure B.1 shows an example of HD-map data

and the corresponding Gglobal, which are from the CARLA Town05 [25].

A more detailed example of a road graph construction is shown in Figure

B.2. Figure B.2(a) visualizes a part of HD-map in the CARLA Town05. The

corresponding road graph is shown in Figure B.2(b). In the CARLA simulator,

the captured HD-map and road graph represent a four-way intersection. Figure

B.2(c) shows a BEV image of this intersection in the CARLA simulator.
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Appendix B. Map image and road graph of CARLA Town05

(a)

(b)

Figure B.1: HD-map and global road graph of Town05. (a) HD-map. (b) Global

road graph.
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Appendix B. Map image and road graph of CARLA Town05

(a)

(b) (c)

Figure B.2: A part of Town05 map example (a) A part of HD-map. (b) Corre-

sponding road graph. (c) Corresponding BEV image of the road in the CARLA

simulator.
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Appendix C

Details of CARLA evaluation

metrics

As described in Section 4.3.5, we use three metrics for evaluation in the CARLA

simulator: route completion (RC), driving score (DS), infractions per km (IpKm).

Here, we describe the details of the metrics. We follows the descriptions on the

CARLA official website [8].

Route completion (RC) is the percentage of the completed route length relative

to the total route length. The route completion of the i-th route is denoted as

Ri.

Driving score (DS) is the product between the route completion and the penalty

weight. The driving score of i-th route is formulated as follows:

DS = RiPi, (C.1)

where Pi is the penalty weight of the i-th route. The penalty weight Pi starts

from 1.0 and multiplied by a coefficient when the agent commits an infraction.

The penalty weight Pi is formulated as follows:

Pi =
∏
j

pj
#infractionsj , (C.2)
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Appendix C. Details of CARLA evaluation metrics

Table C.1: Infraction and corresponding coefficient

Infraction Coefficient

Collisions with pedestrians 0.5

Collisions with other vehicles 0.60

Collisions with static elements 0.65

Running a red light 0.70

Running a stop sign 0.80

(a) Infraction with a coefficient

Infraction Coefficient

Off-road driving -

Route deviation -

Agent blocked -

Route timeout -

(b) Infraction without a coefficient

where j is the type of an infraction, pj is the corresponding coefficient of an infrac-

tion, and #infractionsj is the number of an infraction committed. The types of

infractions and corresponding coefficients are shown in Table C.1. Here, a infrac-

tion without a coefficient is not counted when computing Pi. Instead of reducing

the penalty weight, a infraction without a coefficient affects the computation of

the route completion (off-road driving) or terminates the simulation (route devi-

ation, agent blocked, and route timeout). If an agent causes an off-road driving

infraction, the distance traveled with off-road driving is not considered when com-

puting a route completion Ri. In addition, if an agent causes a route deviation,

agent blocked, or route timeout infraction, the simulation is terminated.

Infractions per km (IpKm) is the total number of infractions divided by the

total distance traveled. All the infractions shown in Table C.1 are considered
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Appendix C. Details of CARLA evaluation metrics

when computing the infractions per km regardless of whether a infraction has a

coefficient or not.
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Appendix D

Detailed results of CARLA

experiment in Chapter 4

We report details of the experiment results which are provided in Section 4.3.5 and

Section 4.3.8. As described in Section C, there are eight types of infractions in the

CARLA simulator: collisions with pedestrians (Ped), collisions with other vehicles

(Veh), collisions with static elements (Static), running a red light (Red), running

a stop sign (Stop), off-road driving (Off), route deviation (Dev), agent blocked

(Blocked), route timeout (TO). We report infractions per km for each type of

infraction (Ped pKm, Veh pKm, Static pKm, Red pKm, Stop pKm, Off pKm,

Dev pKm, Blocked pKm, TO pkm). The number of each infraction is divided

by the total distance in kilometers traveled. We also report the total distance

traveled (Distance), but Distance here is reported in meters. In Table D.1 and

D.2, we provide the mean and standard deviation of the results of the performance

comparison on Town05 Short and Town05 Long. Each method is trained and

evaluated with five different random seeds in the performance comparison. In

Table D.3 and D.4, we provide the mean and standard deviation of the results of

the ablation study on Town05 Short and Town05 Long. Each method is trained
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Appendix D. Detailed results of CARLA experiment in Chapter 4

and evaluated with three different random seeds in the ablation study.
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Appendix E

Detailed results of CARLA

experiment in Chapter 5

We report details of the experiment results which are provided in Section 5.3.4.

We use the same metrics which are explained in Appendix D: Ped pKm, Veh

pKm, Static pKm, Red pKm, Stop pKm, Off pKm, Dev pKm, Blocked pKm,

TO pkm, and Distance. In Table E.1 and E.2, we provide the mean and standard

deviation of the results of the performance comparison on Town05 Short and

Town05 Long. Each method is trained and evaluated with five different random

seeds in the performance comparison.
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Appendix F

Examples of FMTC real-world

dataset scenarios

We display examples of each FMTC real-world dataset scenario described in

Section 5.3.1 and Figure 5.6. Figure F.1 shows examples of the FMTC dataset

in scenario 1 (Go straight). Figure F.2 shows examples of the FMTC dataset

in scenario 2 (Turn right). Figure F.3 shows examples of the FMTC dataset

in scenario 3 (Turn left). Figure F.4 shows examples of the FMTC dataset in

scenario 4 (Stop behind another vehicle).
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Appendix G

Effect of localization error on

road change detection accuracy

We investigate the effect of localization error on road change detection accuracy.

Figure G.1 shows the detection module’s average precision according to the lo-

calization error in the CARLA environment. The average precision is calculated

as the mean of the average precision for all types of road changes. The exper-

iments are conducted in Town05 Short (Figure G.1(a) and Figure G.1(c)) and

Town05 Long (Figure G.1(b) and Figure G.1(d)) environments. To show the effect

of localization error, we add zero-mean Gaussian noise to the estimated vehicle

positions, which are used to synthesize the query road graph in Section 5.2.2.

Gaussian noise is added to each position value (Figure G.1(a) and Figure G.1(b))

and the yaw value (Figure G.1(c) and Figure G.1(d)), respectively. We change

the standard deviation of the noise to observe how the average precision of the

detection module is degraded according to the noise level.

In each experiment, RD stands for ResNet discriminator [49], and DML stands

for deep metric learning [42]. GM-TOPO and GM-APLS stand for the graph

matching methods, which use TOPO [6] and APLS [77] as similarity scores. Also,
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Appendix G. Effect of localization error on road change detection
accuracy

SM-mAP and SM-mIoU stand for the semantic matching methods, which use

mAP and mIoU as similarity scores. In the experiments, the semantic matching

method shows the highest performance when there are zero noises. However,

as the noise level increases, the semantic matching method shows a significant

decrease in performance. On the other hand, the graph matching method is not

significantly affected by the noise level. The results show that the graph matching

method is more robust to localization errors than the semantic matching method.
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accuracy

(a) (b)

(c) (d)

Figure G.1: Effect of localization error on road change detection accuracy. (a)

Effect of position error in Town05 Short. (b) Effect of position error in Town05

Long. (c) Effect of yaw error in Town05 Short. (d) Effect of yaw error in Town05

Long.
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Appendix H

Analysis of detection accuracy

according to the degree of road

changes

We conduct a quantitative analysis of the detection accuracy according to the

degree of road changes. Figure H.1 shows the detection module’s average preci-

sion according to the degree of road changes in the CARLA environment. The

experiments are conducted in Town05 Short (Figure H.1(a) and Figure H.1(c))

and Town05 Long (Figure H.1(b) and Figure H.1(d)) environments. Figure H.1(a)

and Figure H.1(c) show how the detection accuracy is changed according to the

degree of lane deviation. Likewise, Figure H.1(b) and Figure H.1(d) show how

the detection accuracy is changed according to the degree of lane width change.

In each experiment, RD stands for ResNet discriminator [49], and DML stands

for deep metric learning [42]. GM-TOPO and GM-APLS stand for the graph

matching methods, which use TOPO [6] and APLS [77] as similarity scores.

Also, SM-mAP and SM-mIoU stand for the semantic matching methods, which

use mAP and mIoU as similarity scores. For both graph matching and semantic
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Appendix H. Analysis of detection accuracy according to the degree
of road changes

matching methods, the average precision increases as the degree of lane deviation

increases. As the lane deviation increases, the difference between the accurate

and changed road graphs increases as well. For this reason, the accuracy of the

detection module that distinguishes the two differences between them seems to

increase. In lane width change cases, the accuracy of the graph matching method

increases as the degree of lane width change increases. However, the accuracy of

the semantic matching method does not show increases when the degree of the

width change becomes large. From this result, we can conclude that an increase

in the degree of road change generally increases the discriminating performance

of the detection module, but does not always increase depending on the type of

road change.
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of road changes

(a) (b)

(c) (d)

Figure H.1: Analysis of detection accuracy according to the degree of road

changes. (a) Effect of lane deviation in Town05 Short. (b) Effect of lane devi-

ation in Town05 Long. (c) Effect of lane width change in Town05 Short. (d)

Effect of lane width change in Town05 Long.
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Appendix I

Ablation study about

performance consistency in

CARLA environment

For ablation studies, we compare the performance of Road-GNN (Chapter 3),

RIANet (Chapter 4), and RIANet++ (Chapter 5) in the CARLA simulator.

Similar to the experience in Section 5.3.4, we conduct each method both with

and without road change conditions. In Road-GNN, the controller follows the

pre-defined path as like RIANet and RIANet++. However, Road-GNN only takes

the road graph and vehicle speed as inputs to the controller and does not use

image and LiDAR sensor data. Instead of using a vanilla Road-GNN structure,

we use a network model which takes only a single time-step data. The structure

is similar to the network model explained in Section 4.3.8, which ignores other

sensor data and takes the road graph and vehicle speed as inputs. For RIANet

and RIANet++, we use the same results described in Section 5.3.4.

In Table I.1 and Table I.2, we show the experiment results conducted in Town05

Short and Town05 Long, respectively. In Town05 Short (Table I.1), RIANet++
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CARLA environment

shows the lowest performance degradation for all the metrics. In Town05 Long

(Table I.2), Road-GNN shows the lowest performance degradation for RC and

IpKm. However, compared to the other methods, Road-GNN also shows the low-

est performance for all the metrics. From this point of view, it can be said that

RIANet++ is the most effective controller for the CARLA environment under

road change conditions.
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Table I.1: Ablation study in Town05 Short

Configure DS ↑ RC ↑ IpKm ↓

Road-GNN 33.627 ± 2.960 54.033 ± 5.046 44.416 ± 7.577

RIANet 87.469 ± 2.363 93.881 ± 3.827 6.319 ± 1.419

RIANet++ 86.930 ± 3.960 97.032 ± 2.657 6.737 ± 1.616

(a) No road change condition

Configure DS ↑ RC ↑ IpKm ↓

Road-GNN 25.045 ± 8.727 44.435 ± 10.415 64.377 ± 15.261

RIANet 74.012 ± 3.902 90.372 ± 4.956 16.009 ± 2.722

RIANet++ 83.224 ± 3.547 94.964 ± 3.961 8.921 ± 2.287

(b) Road change condition

Configure DS ↑ RC ↑ IpKm ↓

Road-GNN -8.582 -9.598 -19.961

RIANet -13.457 -3.509 -9.69

RIANet++ -3.706 -2.068 -2.184

(c) Performance drop
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Table I.2: Ablation study in Town05 Long

Configure DS ↑ RC ↑ IpKm ↓

Road-GNN 7.965 ± 1.292 19.208 ± 6.554 12.857 ± 4.151

RIANet 44.719 ± 2.513 96.934 ± 2.927 2.624 ± 0.163

RIANet++ 41.714 ± 3.988 100.000 ± 0.000 3.024 ± 0.227

(a) No road change condition

Configure DS ↑ RC ↑ IpKm ↓

Road-GNN 7.139 ± 0.627 18.571 ± 2.509 13.381 ± 1.289

RIANet 27.724 ± 7.514 79.653 ± 6.314 4.135 ± 1.083

RIANet++ 39.726 ± 7.336 96.152 ± 4.728 3.312 ± 0.688

(b) Road change condition

Configure DS ↑ RC ↑ IpKm ↓

Road-GNN -0.826 -0.637 -0.524

RIANet -16.995 -17.281 -1.511

RIANet++ -1.988 -3.848 -0.288

(c) Performance drop
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[16] Kyunghyun Cho, Bart van Merriënboer, Caglar Gulcehre, Dzmitry Bah-

danau, Fethi Bougares, Holger Schwenk, and Yoshua Bengio. Learning

phrase representations using RNN encoder–decoder for statistical machine

translation. In Proceedings of the Conference on Empirical Methods in Nat-

ural Language Processing (EMNLP), pages 1724–1734, 2014.

[17] Sungjoon Choi, Kyungjae Lee, Sungbin Lim, and Songhwai Oh. Uncertainty-

aware learning from demonstration using mixture density networks with

sampling-free variance modeling. In IEEE International Conference on

Robotics and Automation (ICRA), pages 6915–6922, 2018.

[18] Sungjoon Choi, Kyungjae Lee, and Songhwai Oh. Robust learning from

demonstrations with mixed qualities using leveraged gaussian processes.

IEEE Transactions on Robotics, 35(3):564–576, 2019.

[19] Felipe Codevilla, Matthias Müller, Antonio López, Vladlen Koltun, and
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초 록

본 학위 논문은 학습 기반의 자율주행 네비게이션 문제에 대해 다룬다. 자율주행

기술을현실에적용하기위해서는여러도로환경에서동작할수있는범용적인컨트

롤러를설계하는것이필요하다.기존의방법론은사례중심적인방식을사용하였다.

이는 각 사례별로 특정 도로 환경을 가정하고 컨트롤러를 설계하는 것을 의미한다.

이러한 사례 중심적인 방식으로 만들어진 컨트롤러는 이전에 다루어지지 않은 도

로 환경에 대해서는 동작하지 않을 수 있다. 또한 도로 환경은 그 종류가 다양하기

때문에, 기존의 방법론으로 범용적인 자율주행 컨트롤러를 개발하는 것은 많은 개

발시간과 비용을 요구하게 된다. 따라서 범용적인 자율주행 기술 개발을 위해서는

도로 환경에 구애되지 않는 새로운 종류의 방법론이 요구된다.

본 학위 논문에서는 특정 도로 환경을 가정하지 않고, 범용적으로 동작하는 컨

트롤러를 설계하는 것을 목표로 한다. 이를 위해서 본 학위 논문은 학습 기반의

컨트롤러를이용하고자하며,다양한환경에서의학습을통해범용적인주행성능을

높이고자 한다. 특히 다양한 도로 환경에 대한 특성을 파악할 수 있도록 학습시키기

위해서, 본 학위 논문은 도로 환경에 대한 정보를 컨트롤러에 입력으로 줄 것을 제안

한다. 도로 환경 정보를 그래프 형태를 이용하여 인코딩 되며, 컨트롤러는 인코딩된

도로 그래프 정보를 학습하여 도로주행 성능을 높이게 된다. 본 학위 논문에서는

도로 그래프 활용와 관련하여 크게 세 가지 주제를 다룬다.

첫째로, 본 학위 논문은 도로 환경 정보를 그래프 기반으로 인코딩 하는 방법론에

대해 다룬다. 일반적으로 도로 위 자동차의 움직임은 도로 모양에 영향을 받는다.

따라서 자동차의 위치 정보에 대해 파악할 때는 자동차가 위치한 도로의 형태를 함

께 고려해주어야 한다. 이를 위해 본 학위 논문은 도로를 그래프 형태로 나타내고,

자동차의 위치 정보를 도로 그래프와 연관지어 나타내는 방법을 제안한다. 본 학위

논문은 또한 이러한 도로 그래프를 처리할 수 있는 새로운 네트워크 구조를 제안한

다. 실험 결과들은 도로 그래프를 이용하여 상태를 인코딩하는 방식이 컨트롤러의

도로 주행 환경 일반화에 도움이 된다는 사실을 증명한다.

둘째로, 본 학위 논문은 도로 환경 정보와 기타 센서 데이터를 융합하는 방법론에
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대해다룬다.도로그래프는도로의형태와주변차량의위치를나타낼수있지만,실

제 도시 환경에서 도로를 주행할 때 필요한 다른 정보들을 나타내지는 못한다. 예를

들어 도로 표지판이나 교통 신호와 같은 정보들은 도로 그래프로 표현하기 어렵다.

이를해결하기위해,본학위논문에서는도로그래프뿐만이아니라이미지, LiDAR

와 같은 기타 센서 데이터를 조합하여 함께 입력으로 사용할 것을 제안한다. 도로

그래프만으로는 얻을 수 없던 정보들은 다른 센서 데이터 정보를 통해 보완될 수

있다. 본 학위 논문에서는 또한 도로 그래프와 다양한 센서 데이터를 융합할 수 있는

새로운 네트워크 구조에 대해 제안한다. 제안된 네트워크 구조를 통해, 컨트롤러는

복잡한 도로 환경에서도 자율주행을 성공한다. 실험 결과들은 제안된 융합 기반의

방식이 도로 환경 상태를 파악하는데 도움을 준다는 사실을 증명한다.

마지막으로,본학위논문은도로그래프에발생할수있는오류를탐지하여,이로

인한 자율주행 성능 저하를 방지할 수 있는 방법론에 대해 다룬다. 도로 그래프 기

반의 컨트롤러는 도로 그래프 데이터베이스를 사전에 미리 준비할 것을 요구한다.

하지만 도로는 도로 공사 등의 이유로 계속해서 형태가 변형될 수가 있다. 이러한

변화가 도로 그래프 데이터베이스에 반영되지 않는다면, 컨트롤러는 잘못된 도로

정보를 입력으로 받게 된다. 그렇기에 도로 그래프의 느린 업데이트는 컨트롤러의

성능 저하를 유발할 수 있고, 오류 탐지 기술은 이러한 성능 저하를 방지하기 위해

필요하다. 본 학위 논문에서는 이를 위해 도로 그래프 오류를 탐지할 수 있는 방법론

에 대해 제안한다. 먼저, 도로의 변화로 인해 발생할 수 있는 오류에 대해 정의하고,

이러한 오류를 탐지할 수 있는 도로 그래프 변화 탐지 모듈을 제안한다. 실험 결과

들은 도로 그래프 변화 탐지 기술이 실제 자율주행 컨트롤러의 성능 향상에 이용될

수 있음을 보인다.

주요어: 자율 주행, 도로 그래프, 강화 학습, 모방 학습, 상태 표현, 네비게이션, 이미

지 처리, 객체 인식
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감사의 글

6년간의대학원생활을마무리하며대학원에서의저의삶은어떠했는지되돌아보

게되었습니다.돌이켜보면훌륭하신교수님과친절한선배님들,그리고착한동기들

과 좋은 후배들 덕분에 나름대로 나쁘지 않고 좋은 대학원 생활을 보낼 수 있었다는

생각이 듭니다. 하지만 한편으로는 반대로 제가 과연 친절한 선배였는지, 착한 동

기였는지, 그리고 좋은 후배였는지에 대해서는 의문이 들 때가 많습니다. 하지만

그렇기에 그만큼, 이런 부족한 저를 아껴주고 따뜻하게 대해준 연구실 내의 사람들,

그리고 제 주변에서 저를 지지해준 사람들이 있었기에 제가 대학원을 무사히 마칠

수 있었다는 생각이 듭니다. 연구실 안밖에서의, 그리고 주변에서의 격려와 도움이

없었다라면, 지금의 저의 모습은 결코 없었을 것입니다. 그러한 분들 덕분에 무사히

졸업 논문까지 작성할 수 있었고, 대학원 생활을 마무리 할 수 있었던 것 같습니다.

구체적으로는 먼저 저의 지도교수님이신 오성회 교수님께 감사드리고 싶습니다.

지금 돌아보면, 처음 연구실에 들어왔을 때만 하더라도 제가 부족했던 점이 많았다

는 생각이 듭니다. 하지만 이런 부족한 제자를 항상 감내해주시고, 좋은 방향으로

이끌어주신 교수님 덕분에 한 사람의 연구자로 성장할 수 있었던 것 같습니다. 교

수님 연구실에 들어올 수 있었고, 6년간 교수님의 지도를 받을 수 있었다는 사실이,

저에게있어서는무척이나다행스러운일이아니었나싶습니다.그렇기에이자리를

빌어 교수님께 다시 한 번 감사의 말씀을 드리고 싶습니다. 두번째로 저의 논문의 위

원장을맡아주신최진영교수님께도감사드리고싶습니다.신입생시절,세미나에서

교수님의 열정적인 모습을 뵐때마다, 저런 연구자가 되고 싶다는 생각을 많이 하게

되었던것같습니다.그러한분께논문심사를받을수있어서영광이었고,다시한번

논문 심사를 맡아주심에 감사드립니다. 예심과 초심에서 논문 심사위원를 맡아주신

조남익 교수님께도 감사드리고 싶습니다. 예심 때 코로나로 편찮으셨을텐데, 그런

와중에도 논문 심사를 맡아주셔서 감사드립니다. 교수님의 친절하시면서도 통찰력

있으신코멘트는논문작성에많은도움이되었습니다.또한양인순교수님께도감사

드리고 싶습니다. 제가 신입생 시절, 교수님께서 처음 부임하셔서 제가 수업을 듣게

되었는데, 그 때 많은 것들을 배우게 된 기억이 떠오릅니다. 이번 논문 심사에서도
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큰 도움을 주신 교수님께 다시금 감사드리고 싶습니다.

이외에도 연구실의 많은 선배님들께도 감사드리고 싶습니다. 제가 연구실 생활을

무사히 마무리 할 수 있었던 것은, 연구실 선배분들의 도움이 없었으면 결코 불가

능한 일이었을 것입니다. 가장 먼저, 졸업 논문 심사에 심사위원까지 맡아주시며,

많은 도움을 주셨던 성준 형께 감사드리고 싶습니다. 항상 연구에 열정적이신 모습

에 존경스러운 점이 많다고 생각했고, 후배인 입장에서 연구자로서의 자세에 대해

많이 배울 수 있었습니다. 또한, 언제나 성실하시고 졸업후에도 연구실에 좋은 영

향력을 끼치시던 은우 형. 연구실을 항상 유쾌한 분위기로 이끌어주시던 인환 형.

항상 따뜻하게 연구실 분들을 대해주시던 윤선 누나. 즐겁게 일하시면서도 항상 뛰

어난 모습을 보여주시던 동훈 형. 언제나 재밌으시면서도 위트가 있으시고 후배와

잘 놀아주시던 건호 형. 밝은 성격으로 연구실을 언제나 즐거움이 넘치게 만들고,

그러면서도 후배들에게 따스한 조언을 아끼지 않던 혜민 누나. 제가 연구가 막힐

때마다직접적으로도움을주시고,저에게연구자로서의방향성에대해가르쳐주신

경훈 형. 항상 유머러스하시고 착하시면서도, 언제나 후배들에게 연구 내외적으로

큰 도움을 아낌없이 나눠주시던 경재 형. 연구실의 중심이자 큰 형으로써, 항상 재미

있고 좋은 분위기로 연구실을 이끌어 나가시던 승규 형. 제가 모르는게 있을때마다

무엇이든 친절하게 가르쳐주시고, 졸업 논문 준비와 발표에도 큰 도움과 조언을 아

끼지 않아주셨던 찬호 형 등. 연구실에서 뵈었던 많은 선배님들께 감사 말씀 드리고

싶습니다. 선배님들의 따뜻한 조언과 격려가 저에게 있어서는 큰 힘이 되었습니다.

그리고 저의 동기들과 그리고 후배들에도 감사드리고 싶습니다. 6년간 항상 같이

함께 일하면서 많은 일들이 있었지만, 동기와 후배들 덕분에 즐거운 대학원 생활

을 할 수 있었던 것 같습니다. 항상 밝고 연구실 분위기를 잘 이끌어 나가면서도,

한편으로 같이 졸업 논문 준비를 하면서 도움을 많이 주었던 누리. 쾌할하면서도

누구에게든 친하게 대해주고, 동기로써 대학원 생활동안 많은 도움을 주었던 휘연.

착하고 활동적이고, 나보다 어리긴 하지만 오히려 항상 배울 점들이 많았던 윤호.

재미있으면서도 선후배 상관없이 항상 서스럼없는 모습으로 분위기를 유쾌하게 만

들어주던재구.언제나밝은모습이면서도열정적으로노력하며연구를계속해오던

오빈. 장난기가 많긴 하지만 재미있고, 한편으로 과제 관련해서도 항상 수고를 많이
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해와줬던 민의. 자율주행 관련된 연구를 같이 하면서 도움을 많이 주고받고, 논문

관련해서도수고를많이해주었던건민.밝으면서도항상연구실에재미있는에피소

드를만들어주었던민재.방장일로항상바쁘게수고해주었고,연구실에서궂은일을

도맡아 해주었던 호건. 연구를 열정적으로 하면서도, 자율주행 관련 과제로 수고를

많이 해주었던 도형. 자기 하는 일에 열심이고, 항상 재미있게 일하는 모습 보여주던

정호. 논문이나 BMRR 과제로 항생 우직하게 수고해주던 우석. 착하면서도 재미

있는 연구실 분위기를 만들어주었던 홍중. 자율주행 차량 관련해서 열심히 세팅도

도와주고 고마운 점이 많았던 정우. 남과 잘 어울리고 밝은 연구실 분위기를 만들어

가던 재연. 연구실에서 항상 서스럼없이 친절하게 대해주시던 호웅 형. 언제나 밝고

항상 자신있는 모습을 보여주던 민영. 연구 관련해서 도움도 많이 주었고, 반대로

의지해주는 점도 많아서 고마웠던 재석 등. 연구실에서 만났던 많은 후배분들께도

감사드리고 싶습니다. 연구실에서 좋은 추억과 기억을 가지고 가게 되는 것 같아,

다시 한 번 감사드립니다.

마지막으로 항상 대학원 생활을 물심양면으로 지원해주시던 부모님과 가족들에

게도 감사드리고 싶습니다. 덕분에 많은 힘이 되었고, 헌신적인 지지와 도움 덕분에

대학원 생활을 무사히 마칠 수 있었던 것 같습니다. 그 밖에 감사드리고 싶은 분들

이 많지만 다 말로 표현하기에는 어려움이 있는것 같습니다. 제 주변에 항상 좋은

분들이 계셨고, 그분들 덕분에 제가 여기까지 올 수 있었던 것 같습니다.

이제 저는 10년간 재학했던 학교를 떠나게 됩니다. 4년간의 학사과정, 그리고 6

년간의 대학원과정을 통해, 제 자신의 능력과 한계를 모두 경험할 수 있었던 것 같습

니다. 아쉬운 부분도 많았고 후회되는 일도 많았지만, 돌이켜보면 그래도 제가 어느

정도 성장했음을 느끼게 되는 것 같아 다행이라는 생각이 듭니다. 박사라는 것은, 그

사람이 뛰어난 전문가라는 것을 드러내는 자격이라기 보다는, 그 분야에서 새로운

문제를 해결할 수 있고 연구자로서 한 사람 몫을 해낼 수 있다는 것을 인증하는 자

격이다라는 말을 들은 적이 있습니다. 제가 박사과정 기간동안 여러 연구를 하기는

했지만, 제 연구보다 뛰어난 업적을 세우신 분들도 많고, 저보다 능력이 뛰어난 분들

도 많이 있을 것입니다. 그런 분들과 비교해서 부족하기는 하지만, 적어도 한 사람의

박사로서, 그리고 그에 걸맞은 한 사람 몫을 해내는 연구자로서, 앞으로의 제 삶을
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살아갈 수 있도록 노력하겠습니다. 감사합니다.
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