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Abstract

During the past decade, artificial neural network (ANN) learning through deep

learning has achieved significant progress, primarily due to the availability of vast

quantities of high-quality data, powerful computer hardware, and effective learning

algorithms. High-quality labeled data with accurate labels assigned to the data has

enabled artificial neural network models to achieve beyond human capabilities. How-

ever, the real-world data can have imperfect supervision that indicates some or all of

the data is not labeled or only weak labels are given if the label exists. Another compo-

nent leading to the success of deep learning is the efficient learning algorithm known

as backpropagation. Backpropagation is introduced to learn an ANN which simulates

the human activity and cognition performed by the human brain. However, it has been

criticized for its biological implausibility in terms of learning algorithms. This disser-

tation proposes a practical recognition approach for imperfect supervision conditions,

as well as findings on how brain-inspired learning algorithms affect imperfect super-

vision recognition.

The first research of this dissertation is semi-supervised learning, where only a

small portion of labeled data exists. In the real world, collected data may exhibit an

uneven distribution of classes, and not all labels may exist simultaneously. This prob-

lem is called class-imbalanced semi-supervised learning. We propose a methodology

to address this problem based on an existing semi-supervised learning method. The

primary issue with class-imbalanced semi-supervised learning is that the network pro-

duces a biased prediction for the majority of classes having relatively large samples.

We observe that this problem occurred on the existing semi-supervised learning al-

gorithm and introduce a masking strategy-based objective function that can effectively

mitigate the classification bias problem derived from the imbalanced class distribution.

Contrary to the previous explicit studies, our approach improves recognition perfor-
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mance under the class-imbalanced semi-supervised data protocol.

The second research of this dissertation is weakly supervised learning, where data

has not explicitly labeled, or approximate labels exist in the data. Human recogni-

tion is achieved by consolidating information from multiple sensory organs, com-

monly known as a multimodal recognition problem in machine learning. We propose

a methodology for solving the audio-visual event localization problem, which jointly

solves both localization of the temporal boundary of an event and event category recog-

nition. The unconstrained videos have the issue of semantic mismatch between visual

and auditory information, particularly at the event transition boundaries. The proposed

methodology enhances temporal information within audio and video modalities in

feature space and helps to match semantic information between different modalities.

The experimental results show that the proposed model effectively aggregates the two

modality information to solve the video event identification problem.

The third research of this dissertation is an approach to recognizing unsupervised

learning where labels do not exist in the data. We consider the deep clustering prob-

lem as a representative algorithm of unsupervised learning. To effectively solve this

problem, we adopt a contrastive learning approach because it is known to learn dis-

criminative representation without labels. In contrastive learning, two new data are

generated through stochastic data augmentation for the same data instance. Next, the

distance between the data features created in the same instance is minimized, while

the distances between the features created in different instances are maximized. At

this time, in contrast to learning-based learning, the class collision problem inevitably

occurs. This is a problem that is the same class but is recognized as different classes

by the objective function of contrastive learning and learned far away. We effectively

improve deep clustering performance by introducing an objective function to suppress

this problem and propose a method to use features generated in the middle of the model

for contrastive learning.
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The final research topic is identifying the effectiveness of a brain-inspired al-

gorithm on imperfect data recognition. Learning by the backpropagation algorithm,

which has led to the success of current deep learning, is limited in that it cannot cor-

rectly simulate the human brain. We assume that biologically more reasonable learning

algorithms, called brain-inspired, can improve the performance of problems that hu-

mans perform well. Under these assumptions, we apply the brain-inspired learning

algorithms, called predictive coding, to continuous learning, unbalanced data, and ad-

versarial number learning, and perform comparisons with existing error inversion. We

analyze the above results based on the neuroplasticity of the human brain, interpret

them in terms of the interaction between the hippocampus and the prefrontal cortex,

and explore the biologically plausible learning potential.

Through this dissertation, we present a methodology to solve the recognition prob-

lem of the imperfect data environment and explore the performance improvement of

the recognition problem through brain-inspired learning. The imperfect data recogni-

tion problem is one of the most common problems in the real world, and effectively

solving it is essential considering data curation’s time and cost efficiency. Finally, we

discover the potential of brain-inspired learning algorithms to reach the ultimate goal

of artificial intelligence.

keywords: Deep Learning, Machine Learning, Imperfect Supervision, Limited Data

Recognition, Brain-inspired Learning

student number: 2016-20954
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Chapter 1

Introduction

Modern deep learning research has been studied to achieve artificial general intelli-

gence (AGI) by simulating high-level cognitive activities of the human brain. The pri-

mary objective of artificial general intelligence is associated with the cognitive func-

tion that the sensory organs operate, such as when we see with our eyes or hear with

our ears. It is analogous to the cognitive process in which a person attends to a spe-

cific item, observes an object, saves a particular piece of information, acquires new

information, and resolves issues. Research to mimic the perception of various sensory

organs has been developed from shallow artificial neural networks to modern deep

artificial neural networks called deep learning. In particular, it is being intensively re-

searched to replicate human perception in speech recognition related to auditory per-

ception [54, 138], natural language processing related to human language [126, 144],

and computer vision representing the human visual systems [125, 188].

In this dissertation, we consider the following question: Is deep learning an ul-

timate solution to simulate human perception? We answer these questions with ’No’

for now. Deep learning, also known as artificial neural network learning, has produced

achievements in various applications, including image classification [45, 179], object

recognition [21, 22], and segmentation [134]. However, previous accomplishments can

be achieved when the following three factors are satisfied. The first component for
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the successful learning of ANN is a sufficient volume of high-quality labeled data.

It assists in learning stabilization and ensures adequate generalization performance.

Data-driven features based on these large-scale learning data effectively identify com-

plex and dynamic data relationships. The second factor is computing hardware facil-

itates the learning of artificial neural networks. The scale of the artificial neural net-

work models developed over the past ten years is progressively growing, and recently

announced models like Transformer demand a lot of computational resources [45].

The last element is an efficient algorithm for training artificial neural networks. The

backpropagation algorithm proposed by Rumelhart et al. [159] is currently the most

widely used algorithm for artificial neural network learning. When all three elements

mentioned above are fulfilled, we can confirm that artificial intelligence, such as Al-

phaGo [169], can be developed to outperform human-level performance.

The three success factors discussed above take up a significant portion of deep

learning research. Furthermore, satisfying all three elements is challenging in terms

of time and cost efficiency. In this dissertation, we identify the limitations in terms of

quality data and learning algorithms accessible at the artificial intelligence researcher

level and conduct several kinds of research on how to overcome those challenges.

We start by explaining the characteristics of high-quality labeled data as one of the

deep learning success factors. The data quality can be evaluated in a variety of ways.

We will especially focus on data instances for the recognition problem. Regarding the

high-level perspective of the instance, the following factors decide if the data instance

is high quality: the target size is appropriate, and the object of recognition is clearly

visible inside the image. From the low-level perspective of the instance, the lighting of

the target and whether the target is blurred because of hand trembling when taking the

target determine the quality of the data. When multiple instances gather, the quality of

the data is decided by whether the instances constituting each category are uniformly

distributed. Regarding data labels, the degree of label allocation across all data present

in the data determines the data quality. The extensively used data for artificial neural
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network learning often presupposes that there are an equal number of samples in each

category [32, 43, 97]. However, because these are well-balanced data, their properties

may differ from those collected in the real world. We collectively refer to data that do

not satisfy the enumerated data quality properties as imperfect data. With the recent

advances in artificial intelligence research, diverse, imperfect data recognition situa-

tions have emerged. Solving problems related to these conditions is essential because

these environments are similar to the distribution of data collected in the real world.

Chapter 3 addresses the semi-supervised learning problem, where only a few la-

beled data are available. At the same time, we consider a class-imbalanced semi-

supervised experimental setting where the given data have an unbalanced number for

each category. In this environment, the problem called classification bias often occurs,

which is known that the prediction for minor classes is biased toward majority classes

with a relatively large number of samples. This issue is a type of confirmation bias [5]

that occurs in semi-supervised learning, and it is important to prevent bias from occur-

ring in majority classes early stage of learning. This chapter is based on the following

paper:

• Jangho Lee, Jaihyun Koh, Seungryong Yoo, Sungroh Yoon, “Rethinking Masked

Samples in Class-Imbalanced Semi-Supervised Learning,” International Con-

ference on Pattern Recognition (ICPR), August 2022.

In Chapter 4, we address the problem of weakly supervised learning in which

human does not explicitly annotate labels. We aim to solve the audio-visual event lo-

calization problem, a recognition problem using information from different sensory

organs in the video. The semantic label for each time step is set to an event category

that occurs equally in the audio and visual modality. At this time, we consider the su-

pervised setting, where the label of the event exists for each time step, and the weakly

supervised setting, where the event’s label exists at a video level. Since an expert did

not take it as an unconstrained video used at this time, visual and auditory informa-

tion tends to change abruptly. When event information for each modality changes, it
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does not produce the same semantic information. For successful audio-visual event

localization, it is vital to extract and utilize the characteristics of each modality. Fur-

ther, it is also crucial to effectively amalgamate information from different modali-

ties. We propose a temporary relationship alignment module to solve the problem of

semi-mismatch between the temporary relationship enhancement module and the inter-

modality to extract information well within the uni-modality. This chapter is based on

the following paper:

• Jangho Lee, Jungbeom Lee, Jaihyun Koh, Sungroh Yoon, “Cross-Modal Tem-

poral Semantic Alignment for Audio-Visual Event Localization,” International

Conference on Pattern Recognition (ICPR), August 2022.

In Chapter 5, we research unsupervised learning, an algorithm that learns patterns

from unlabeled data. Clustering is the representative problem in the absence of la-

beled data, and deep clustering is the research field that attempts to solve it through

deep learning. It is critical to learn discriminative features without label information

in deep clustering. We use a contrastive learning-based approach to deep clustering to

effectively solve this problem. Contrastive learning, like siamese and triplet networks,

reduces distance between instances with similar semantics. In general, it produces two

stochastic augmentations on the same image. The distance between the features of the

same image is minimized (positive pair), while the distance between the features gen-

erated by different images is maximized (negative pair). Features learned through con-

trastive learning are known to have properties called alignment and uniformity [190].

Alignment denotes a densely mapped distribution within the same category, whereas

uniformity denotes that features from different categories fill a given feature space

in a spacious manner. Here, we consider the class collision problem, which is un-

avoidable in the contrastive learning scenario. This problem refers to samples of the

same category that are not classified as positive in the mini-batch but are classified as

negative. To mitigate these effects, we introduce learning objectives and use network-

intermediate features for learning rather than just the encoder’s final features for learn-
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ing, thereby improving the discriminative property at the low level of the feature. This

chapter is based on the following paper:

• Jangho Lee, Seungryong Yoo, Chaehun Shin, Sungroh Yoon, “Fetching Clustering-

Favorable Representation via Information Refinement,” International Confer-

ence on Pattern Recognition (ICPR), August 2022.

Next, this dissertation discusses the learning algorithm aspects among the success

factors of deep learning. The algorithm used for modern artificial neural network learn-

ing is backpropagation. The backpropagation algorithm performs learning by utilizing

the global error signal that occurs in the last layer of the artificial neural network. This

error updates the parameters of the neural network by transmitting an error to the front

of the artificial neural network through an algorithm such as a gradient descent algo-

rithm. However, the learning behavior of backpropagation has been criticized for being

incompatible with the human brain’s learning behavior, anatomically and physiolog-

ically. Backpropagation is generally considered a biologically inappropriate learning

algorithm due to its structure and learning characteristics. Recently, studies have been

actively conducted to improve and overcome the biologically incomplete properties of

backpropagation.

In Chapter 6, we discuss a deep learning approach using predictive coding, one

of the biologically plausible learning algorithms. Predictive coding updates the pa-

rameters by local learning rules, where some parameters are updated by the values of

parameters located nearby. These properties make predictive coding more biologically

plausible. With the development of deep learning, various networks have been devel-

oped that exceed human capabilities, but in certain tasks, human performance is still

overwhelmingly ahead of artificial intelligence. We collectively refer to these tasks

as machine challenge tasks (MCTs), perform learning via predictive coding on three

widely known applications in machine learning, and analyze experimental results. This

chapter is based on the following paper:

• Jangho Lee, Jeonghee Jo, Byounghwa Lee, Jung-Hoon Lee, Sungroh Yoon,
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“Brain-inspired Predictive Coding Improves the Performance of Machine Chal-

lenging Tasks,” Frontiers in Computational Neuroscience, November 2022.

The remainder of this dissertation is structured as follows: The background for this

dissertation is presented in Chapter 2, the proposed methods and substantial results

are presented in Chapters 3-6, and we conclude this dissertation and suggest future

research for imperfect data recognition in Chapter 7.
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Chapter 2

Background

This dissertation provides the prerequisite information to understand the following

chapters fully. In the previous Chapter, we pointed out data and algorithms as suc-

cess factors for deep learning. We begin by introducing several imperfect data condi-

tions, such as semi-supervised, weakly supervised, and unsupervised methods. Next,

we describe the properties of biological plausibility and the predictive coding algo-

rithm [197], one of the brain-inspired algorithms.

2.1 Imperfect Data Recognition

Imperfect data recognition is important in deep learning because fully supervised

learning is sometimes not practical in real-world applications. Since data annotation is

a very elaborated and detailed task, the data curator is required substantial competency.

When we curate the classification dataset, the difficulty of data curation increases

as the number of categories expands. In the case of segmentation data curation, it

requires more time compared to the classification dataset. As it has led to the develop-

ment of deep learning, it is important to learn a good model using large-scale data, but

it is also essential to learn a model that uses limited data to perform fully supervised

learning. In this section, we provide three primary imperfect data scenarios depending
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on the degree of label annotation and completeness of supervision. Further, we present

the current research trends related to each scenario.

2.1.1 Semi-supervised Learning

Semi-supervised learning (SSL) aims to discover an effective way to utilize a vast

amount of unlabeled data and enhance the generalization performance of supervised

learning [25, 26]. Recent studies on SSL achieved a bit behind but competitive per-

formance in barely supervised experimental settings [177, 211]. Based on several as-

sumptions, the SSL algorithm performed well with a small amount of labeled data.

The first is the manifold assumption that the decision boundary of the trained network

preferably passes through the low-density region [25]. Next is the cluster assumption

that two samples reside in the same cluster in the input distribution, and they are likely

to belong to the same class [26]. Finally, the smoothness assumption indicates the

correspondence between the input and output spaces [230]. Based on these assump-

tions, pseudo-labeling [105] and consistency regularization [161] are the most com-

monly used techniques for SSL. Pseudo-labeling projects unlabeled data points near

labeled data points with similar semantics in the feature space. Consistency regular-

ization helps learn the augmentation-invariant representation and makes the network

robust for various augmentations [35].

Modern image recognition algorithms [45, 70] are trained using class-wise bal-

anced datasets, such as CIFAR [97] and ImageNet [43]. However, it is laborious to

establish balanced datasets with a similar or uniform number of samples for each

class [122, 185]. This characteristic is frequently observed in visual inspection [82] and

medical image analysis [1]. Previous studies, including re-sampling [27, 68] and re-

weighting [36, 131], have been widely used to overcome the class-imbalance problem

by adjusting the contribution of each class to class distribution. Furthermore, feature

transfer [91, 220] was performed to deliver the acquired information from the major-

ity to the minority classes. Recently, to prevent bias in the classifier, Kang et al. [88]

8



proposed decoupled training that learns the feature extractor and classifier separately.

Class-imbalanced Semi-supervised Learning The class-imbalance problem and

SSL have been studied simultaneously. Yang et al. [218] began to consider two prob-

lems simultaneously and made efforts to learn a balanced feature space through self-

supervised learning. Kim et al. [90] devised a convex optimization problem to improve

the estimated pseudo-labels derived from a biased model. Wei et al. [195] introduced

a class-rebalancing sampling method that aids in training with less imbalanced data.

Nonetheless, the overfitting of minority classifications results from excessive data up-

dates. Previous studies on class-imbalanced SSL can be categorized as explicit solu-

tions that can utilize the imbalanced class distribution as prior knowledge to prevent

classification bias toward the majority classes. In this dissertation, we propose an im-

plicit method that reduces the classification bias using intrinsic properties available

in the learning procedure and increases the class-imbalanced classification accuracy

without an imbalance prior.

2.1.2 Weakly Supervised Learning

Weakly supervised learning aims to solve the recognition problem when data has not

been explicitly labeled or approximate labels exist. Zhou et al. [233] categorized the

weakly supervised learning into three types: The first scenario is incomplete super-

vision, in which just a few fully labeled data are provided. The second situation is

inexact supervision, which offers merely course labels such as instance category in

image segmentation and approximate position in object detection. The final case is in-

accurate supervision, which trains on incorrect or mislabeled training data. These data

scenarios frequently occur in the real world and are naturally adopted when generation

cost is expensive. A representative example is semantic segmentation, which requires

pixel-level annotation to perform fully supervised segmentation. Semantic segmen-

tation data construction is labor-intensive and cost-ineffective because it requires as
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much complexity as image resolution rather than class label generation. So, weakly

supervised semantic segmentation is devised to achieve performance comparable to

that of fully supervised semantic segmentation with weak annotations.

Audio-visual Event Localization In this dissertation, we consider the audio-visual

event localization (AVE) tasks [182] in a supervised and weakly supervised manner.

AVE localization aims to identify the temporal boundary where an event occurs and

classify the event category simultaneously. In other words, AVE localization can be

regarded as a video temporal segmentation. AVE localization can be approached with

two data settings: The first is supervised audio-visual event localization. In this case,

both temporal boundary and event category are provided to solve the AVE localization.

The second is weakly supervised audio-visual event localization. In this case, the goal

is to find an accurate temporal boundary based on only the video-level category.

A dual multimodal residual network (DMRN) [182] introduced the AVE task and

its corresponding dataset and established the baseline with audio-guided visual atten-

tion and dual long short-term memories (LSTMs) to learn auditory and visual modal

inputs, respectively. Multiple studies have implicitly attempted temporal modeling

based on the characteristics of the AVE dataset [182]. The audiovisual sequence-to-

sequence dual network (AVSDN) [117] created a network with a dual LSTM network

to encode global and local information of each modality in a sequence-to-sequence

manner. In contrast, the cross-modal attention network (CMAN) [212] expanded the

range of attention mechanisms within modal and cross-modal modes, including audio-

guided visual attention. Furthermore, the positive sample propagation (PSP) network [231]

reinforced the consistency between positive cross-modal connections.

Another approach for solving the AVE task involves learning multiple objectives:

Dual attention matching (DAM) [202], wherein a semantic matching mechanism was

employed to address the AVE task by jointly solving the cross-modality localization

and supervised AVE localization. To learn the interaction between audio and visual
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information, the cross-modal relation-aware network (CMRAN) [209] introduced a

cross-modal relation-aware module to learn the audiovisual interaction based on self-

attention [186]. However, it differs from the original self-attention as the key and value

features are the concatenation of the local audio and video features for aggregating the

distributed information from the cross-modal inputs. In this dissertation, we attempted

to design a module capable of learning temporal semantics by measuring the degree of

affinity between temporal features.

2.1.3 Unsupervised Learning

Unsupervised learning is a kind of learning algorithm that learns and identifies pat-

terns from unlabeled data. Because any supervision is provided, it is essential to find

meaningful properties of the structure of the dataset. Clustering is a representative

unsupervised learning algorithm that groups examples of similar data into identical

clusters. In the conventional approach, the K-mean algorithm is the most famous al-

gorithm. It separates the dataset into k discrete clusters with no overlap. At first, all

the data instances are randomly assigned into k clusters. K-means algorithm keeps

the iteration process until there is no change to the cluster assignments. Unsupervised

learning offers the advantage of acquiring effective discriminative features in the ab-

sence of labels, but it is more difficult to evaluate the performance of models learned

using unsupervised learning than with supervised learning.

Self-supervised learning tries to obtain a flexible and broad representation without

human-annotated labels, and it has been intensively researched in the field of machine

learning. It helps to learn representation for the unlabeled data by solving user-defined

proxy tasks with supervision generated from the data. In the literature, the most dom-

inant approach is contrastive learning, where the information encoded from different

views should be similar for a single data instance. In reality, in the picture domain, two

randomly enhanced versions of an image referred to as a positive pair should be close

to one another in a representation space and far from other images considered negative
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pairs. Well-known baselines [28, 69] have shown promising results on diverse down-

stream tasks [43, 47]. Usually, the quality of a learned representation is evaluated using

linear evaluation [28, 69], where a representation that retains discriminative informa-

tion is regarded as linearly separable. However, Zhao et al. [228] recently demonstrated

empirically that classification performance alone cannot ensure satisfactory outcomes

for subsequent challenges. Several studies utilizing contrastive learning for specific

target tasks have been conducted for object detection [206], segmentation [208], and

clustering [110].

Despite the success of transfer in downstream tasks, dealing with negative sam-

ples that have the same class as the anchor point, called false negatives, is one of the

main difficulties in contrastive learning. Pushing against false negatives produces an

improper learning signal, so slowing learning and making convergence suboptimal.

Chuang et al. [30] alleviated the undesirable effects of false negatives by approximat-

ing the true negative distribution, and Huynh et al. [80] attempted to find candidate

false negatives by utilizing an additional augmented view.

Deep Clustering Recently, the previously introduced learning algorithm and tech-

nique for unlabeled data are combined into large-scale data training, called deep clus-

tering. Deep clustering is not a well-organized topic because various approaches exist

and a data input protocol has not been established clearly. However, deep clustering

shares the requirement of discriminative features with image classification. Deep clus-

tering was initially proposed to solve speech-related tasks using deep features [72].

An auto-encoder is utilized to jointly learn better representations and improve per-

formance [62, 207]. DAC [24] proposed a binary pairwise classification framework

for image clustering via learnable label features. DCCM [200] not only explored the

instance-level information but also analyzed information from different samples to en-

hance the discriminative power of features. IIC [84] focused on extracting invariant

information by applying random perturbation on images and employed an auxiliary
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learning objective. PICA [78] employed a partition confidence matrix and explicitly

diagonalizes it by minimizing the non-diagonal components. DRC [229] considered

and measured the semantics of the row and column space using contrastive learning.

CC [110] expanded the work by Zhong et al. [229], combining two projection heads

composed of two nonlinear layers. Although DRC [229] and CC [110] was based on

contrastive learning, they neglect the inherent problems of contrastive learning. We

also constructed our method based on the contrastive learning framework, but it over-

comed the aforementioned mentioned problems. Previous studies [110, 229] can be

regarded as joint methods for deep clustering because they solve both the represen-

tation learning and cluster assignment simultaneously. Different from joint methods,

recently, sequential methods [38, 65, 184] achieved better performance rather than

joint methods by successively optimizing a representation learning and clustering as a

downstream task. In this dissertation, we propose an unsupervised clustering method

to consider false negatives and encourage clustering-favorable information.

2.2 Brain-inspired Learning

2.2.1 Biologically Plausible Learning

The backpropagation algorithm [159], which simulates the properties of the human

brain, has achieved excellent progress in various machine learning tasks. The algo-

rithm calculates the global error by comparing the predicted outputs and the actual

targets at the network’s end to achieve an objective. Then, it propagates the error sig-

nal to the front of the network to update parameters. Although backpropagation is

the most popular learning algorithm for ANNs, it is often regarded as a biologically

implausible algorithm from a neuroscience perspective. The main reason is that back-

propagation does not operate following the local synaptic plasticity [129, 178] as a

fundamental property of the nervous system. Synaptic plasticity refers to the ability to

reorganize structures or connections by intrinsic or extrinsic stimuli. Another reason is
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that the backpropagation requires a copy of the weight matrices to transfer backward

error signal [61]. However, retaining synaptic weights on each neuron is impractical

in the human brain. So, Lillicrap et al. [113] replaced the backward weight matri-

ces with fixed random weights to avoid those problems. According to what Liao et

al. [112] reported, the signs of backward weight matrices were significant, and when

the signs of the forward and backward matrices were concordant, it was possible to ob-

tain the same level of performance or even higher levels of performance. Furthermore,

numerous learning algorithms have been developed to improve biological plausibil-

ity while preserving classification performance. [2, 106, 119, 150, 197]. Based on the

brain’s predictive process [155], predictive coding was reported to obtain more biolog-

ically plausible properties than the backpropagation algorithm [197]. Furthermore, it

achieved comparable performance on arbitrary computational graphs to the backprop-

agation algorithm.

2.2.2 Predictive Coding

Most architectures in ANNs follow an L-layer structure wherein each layer consists

of a set of neurons [159]. The training with the backpropagation algorithm can be

explained to minimize a global error generated at the final layer of a network. In the

backpropagation algorithm, an activation value of each layer is defined as follows:

v̂0 = x (2.1)

v̂i = f(v̂i−1; θi) (2.2)

where i is the indice of i-th layer, and θi is the parameters of i-th layer. The goal of the

backpropagation algorithm is to minimize a loss function L(ŷ, y) between the ground-

truth target y and the prediction value ŷ. The final layer output is derived from the

forward pass as follows:

ŷ = f(x; θ) = v̂L. (2.3)
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In the backward pass, the optimization of parameters is performed by the derivative of

the loss function. The chain rule and gradient are computed in reverse order as follows:

δi =
∂L(ŷ, y)

∂v̂l
(2.4)

and

dθi = −
∂L(ŷ, y)

∂θi
(2.5)

where δi and dθi are the error signal and the gradient from i-th layer, respectively. δi

and dθi have δi+1
∂fi+1(v̂l;θi+1)

∂v̂l
and −δi ∂fi(v̂i−1;θi)

∂θi
from L− 1 to 1-st layer.

Meanwhile, in the predictive coding algorithm illustrated in Fig. 2.1, an error node

ei is defined in every layer, and the goal of learning is to minimize the collective energy

function [14, 16, 51]. The energy function is defined as the sum of prediction errors.

A predictive coding network assumes the network as a directed acyclic computational

graph G = {E ,V} to deliver an error from the last layer to the first layer. E and V are

defined as a set of error nodes ei ∈ E and a set of activation nodes vi ∈ V at every

layer.

By analogy to the cortical hierarchy in the human brain, predictive coding can be

formulated as a variational inference algorithm [16, 52]. [133] extended predictive

coding to an arbitrary computational graph G considering its hierarchical and gener-

ative structure. Given a computational graph G, the feedforward prediction is defined

as p(vi) = ΠN
i p(vi|Pi) and variational posterior is derived as Q({vi}) = ΠN

i Q(vi),

where P(x) indicates the set of parent nodes and C(x) denotes the set of child nodes

for the given node x. Each activation node has the prediction v̂i = f(P(vi); θi) =

f(v̂i−1; θi) for i-th layer. Based on this, [133] defined an objective function of predic-

tive coding as the variational free energy F as follows [16, 52]:

F = KL[(Q({vi})||p({vi}))] ≥ KL[Q({vi})||p({v1:N−1|v0, vN})] ≈
N∑
i=0

eTi ei

(2.6)

where a prediction error of each layer ei.
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Recent predictive coding-based studies [133, 158] suppose fixed prediction as-

sumption, which indicates the “fixing” the prediction values of the forward pass. We

briefly describe the predictive coding mechanism under the fixed prediction assump-

tion. The activation node of the first layer is set to x, and then the following activation

nodes are initialized as vi = v̂i where v̂i is calculated by fi(v̂i−1;θ). Each error node

can be calculated as follows:

ei = v̂i − vi = fi(vi−1; θi)− vi (2.7)

and

eL =
∂L(v̂L, y)

∂v̂L
. (2.8)

In the backward pass of predictive coding, network parameters θ containing acti-

vation nodes {vi} and error nodes {ei} are updated via gradient descent of each layer

as follows:

vi ← vi + ηdvi (2.9)

where η is the weight learning rate of predictive coding. dvi is the gradient of the

neuron’s activations and is calculated as follows:

dvi = −
∂F
∂vi

= ei − ei+1
∂fi+1(v̂i; θi+1)

∂v̂i
. (2.10)

The learning is performed by minimizing the variational free energy F until converges

as follows:

θi = θi + ηdθi (2.11)

where η is the weight learning rate. Parameters are updated as follows:

dθi = −
∂F
∂θi

= −ei
∂fi(v̂i−1; θi)

∂θi
(2.12)

The Eq. 2.11 indicates the local learning rule of the predictive coding where the pa-

rameters of i-th layer are only updated based on the ei and v̂i−1.

Predictive coding requires n times more computational cost in terms of time com-

plexity because it repeats backward pass n times. In addition, it requires more memory

since it has additional parameters, such as error nodes.
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Figure 2.1: Illustration of (a) backpropagation and (b) predictive coding. Different

from backpropagation, predictive coding has an error unit ϵi for each activation unit vi

and this enables predictive coding to perform local learning.

2.2.3 Machine Challenging Tasks

ANNs have achieved comparable or superior performances to humans by backprop-

agation in visual recognition [55, 160]. However, ANNs have unsatisfactory perfor-

mance in certain tasks regarded as simple and easy for human intelligence [20, 57,

171]. As detailed in Section 6, these types of tasks as MCTs (e.g., incremental learn-

ing, long-tailed recognition, and few-shot recognition).

Humans ceaselessly take new information from multiple sensory organs and reor-

ganize it in the brain [42, 48]. These processes proceed in a lifelong manner because

knowledge construction is affected by previous experiences. In addition, humans can

refine or transfer knowledge acquired from different types of previous tasks built in

an incremental manner [39, 152]. In contrast to human intelligence, ANNs have catas-

trophic forgetting in which the collected information is lost after training of subsequent

tasks [57]. Moreover, the human visual system shows robust performances even in lim-

ited data recognition, such as long-tailed and few-shot visual recognition. Real-world

data commonly follow long-tailed distribution wherein the majority classes occupy the

significant part of the dataset and have an open-ended distribution [122]. The primary

purpose of long-tailed recognition is to correctly classify the minority class samples

to the corresponding targets, reducing the classification bias effect [20]. Further, the

classification of tail class samples can be regarded as a few-shot recognition problem
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as the degree of imbalance increases [164].

The discrepancy in learning performances between humans and ANNs is closely

related to the characteristics of the human brain. First, the human brain operates un-

der two properties: plasticity and stability [178]. Plasticity refers to the brain’s change

in connectivity and circuitry that enables humans to acquire knowledge, keep mem-

ories, and adapt to the external environment [151]. Meanwhile, stability refers to the

ability of long-term memory where stable memory is relevant to stable neuron con-

nectivity [174]. A balance between plasticity and stability is achieved with excitatory

and inhibitory circuit activity in the visual cortex [178]. Second, the brain engages

the hippocampus and neocortex, as explained by the complementary learning system

theory that characterizes learning in the brain [152]. The hippocampus focuses on ac-

quiring new knowledge, and knowledge is transferred and generalized to the neocortex

via the memory consolidation process. Such mechanisms do not exist in backpropaga-

tion. However, they can be indirectly performed in learning predictive coding through

the free-energy minimization process of predictive coding. As such, we assume that

humans can achieve superior performance in MCTs.
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Chapter 3

Learning from Semi-labeled Data

In this dissertation, we propose techniques to handle imperfect supervision scenarios.

The degree of imperfect supervision can be categorized into how explicitly the la-

bels are annotated and how many labels are assigned for the whole dataset. The first

technique is a method of handling semi-labeled data which implies the scenario under

some labeled data and a large amount of unlabeled data.

3.1 Introduction

Semi-supervised learning, which uses unlabeled data to improve the performance of

DNNs with minimal labeled data, is an encouraging method for mitigating time-consuming

annotation. When labeled data is scarce, such as in medical image analysis [127] and

autonomous driving [60], current semi-supervised learning algorithms achieve compa-

rable performance to supervised learning algorithms. Pseudo-labeling [105] and con-

sistency regularization [161] are typically used in semi-supervised learning to handle

unlabeled data. Pseudo-labeling assigns the highest predicted probability to unlabeled

data as its label and trains a classifier with both true and artificial labels. By providing

an additional objective function, consistency regularization pushes the model to gen-

erate a consistent representation or prediction across several views on the unlabeled
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(a) (b)

Figure 3.1: The comparison of experimental results on FixMatch with class-

imbalanced data (left) and balanced data (right). (a-b) illustrate the data distributions

for labeled and unlabeled data. (c-d) represent the class-wise accuracy. (e-f) present

the class-wise ratio of samples that exceed the fixed threshold.

data. Modern semi-supervised learning algorithms have significantly improved with

multiple labeled data based on these strategies [10, 11, 172].

The most common datasets in machine learning areas are class-wise balanced

datasets, where each class is set up to have an equal number of samples [43, 97] or close

to them, as seen in Fig. 3.1(a). Nevertheless, it is laborious and time-consuming to gen-

erate class-wise balanced datasets, and real-world datasets are frequently substantially

imbalanced[109, 122], as depicted in Fig. 3.1(b). The network trained with a class-

imbalanced dataset may exhibit a classification bias toward the majority classes be-

cause of the data’s skewed class distribution [90, 195]. Previous research on resolving

the class-imbalance problem in supervised learning settings has primarily focused on

reducing classification bias through re-sampling [17, 166], re-weighting [20, 36, 201],

and decoupled training [88].

Although class-imbalanced semi-supervised learning is more realistic than class-

balanced semi-supervised learning, it has received little attention [90, 195]. Learn-

ing with a class-imbalanced dataset reduces the average performance of both super-
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(b)

(d)

(a)

(c)

Figure 3.2: The comparison of experimental results on FixMatch with class-

imbalanced data (left) and balanced data (right). (a) and (b) represent the class-wise ac-

curacy. (c) and (d) present the class-wise ratio of samples that exceed the fixed thresh-

old.

vised [189] and semi-supervised methods [218]. FixMatch [172] achieved state-of-the-

art semi-supervised learning performance on class-balanced data by appropriately in-

corporating two techniques, pseudo-labeling [105], and consistency regularization [161].

Sohn et al. [172] employed a predefined threshold to eliminate samples with low confi-

dence in their prediction and to strengthen the correlation between two images supple-

mented with different intensities, with the exception of filtered samples. In Fig. 3.2(a)-

(b), we observed that FixMatch suffers from a classification bias and confirm that the

accuracy of the minority class drastically decreased. We hypothesize that this finding
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was influenced by the number of samples from each class. In the early stages of train-

ing, a classification bias toward the majority classes increases the number of majority

class samples that exceed the predetermined threshold. We visualized the class-wise

ratio of the samples that exceeded the fixed threshold in Fig. 3.2(c)-(d). Because of the

classification bias, the majority class’s ratio rapidly rises compared to the other classes.

The classifier is prone to misclassifying true minority class samples as majority class

samples.

In this chapter, to mitigate the effects of this skewed data distribution and the result-

ing bias toward the majority class, we offer a new semi-supervised learning approach

that considers the class imbalance. The suggested method presupposes that the class

distribution of a mini-batch is skewed. By appropriately excluding the majority class

from the minibatch, we could generate a minibatch with less imbalance. Since it is hard

to acquire the true label of unlabeled data, we must examine the characteristics of each

sample to determine if it belongs to the majority class using intermediate attributes

and predictions. First, we focus on the softmax prediction. Because the model makes

incorrect or ambiguous predictions and produces low confidence in the actual targets,

the prediction of minority class samples may make it difficult to pass the threshold.

In the latter case, in the semi-supervised learning scenario, minority class samples are

near the decision boundary. Second, we focus on semantic similarity. Minority class

samples in the feature manifold may have lower semantic consistency than majority

class samples, particularly when comparing the total number of samples. For this rea-

son, we propose a confidence mask and a semantic mask to build a semi-supervised

learning algorithm that is robust to class-imbalanced data.

The contributions of this chapter are summarized as follows:

• We investigated the fixed threshold that causes classification bias and viewed

the FixMatch algorithm’s learning behavior in semi-supervised learning settings

with an uneven number of classes.

• To exclude the majority of class samples from a training minibatch, we propose
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a masking method consisting of a confidence mask and a semantic mask.

• We demonstrate that the proposed method can outperform modern semi-supervised

learning algorithms without using prior information on three long-tailed image

classification datasets.

3.2 Methods

3.2.1 Problem Description

We define semi-supervised image classification for class-imbalanced data as follows:

As a L-classification problem, we have a labeled dataset X = {(xn, yn) : b ∈

(1, ..., N)}, where xn and yn are the labeled data and their corresponding labels. We

also have an unlabeled dataset U = {(um) : m ∈ (1, ....,M)}, where um is the m-th

unlabeled data. We denote the number of labeled samples of class l as Nl. The number

of samples in l-class are represented in descending order as N1 ≥ N2 ≥ ... ≥ NL and

satisfies
∑L

l=1Nl = N . The imbalance ratio is defined as the proportion of the samples

of the highest number of classes to the lowest number of classes as γ = N1
NL

. Although

it depends on the degree of imbalance, in class-imbalance scenarios, N1 and NL sat-

isfy the following relationship, N1 ≫ NL. When an imbalance ratio is determined, the

number of samples of each class Nl is parameterized by γ as Nl = N1 · γ−
l−1
L−1 .

Following previous semi-supervised learning algorithms [10, 11, 172], we generate

labeled minibatches as MBX = {(xb, yb) : b ∈ (1, ..., B)} ⊂ X and unlabeled

minibatches asMBU = {(ub) : b ∈ (1, ..., B)} ⊂ U for each iteration, where B is

the size of minibatch. We then learn a model that consists of feature extractor f and

classifier g, where each subnetwork is parameterized by weights, θf and θg. The output

of classifier indicates the predicted softmax class probability as denoted as pm(y|x; θ).

23



3.2.2 Core Semi-supervised Learning Algorithm

FixMatch [172] is a semi-supervised learning algorithm that makes use of pseudo-

labeling and consistency regularization to perform semi-supervised learning. We use it

as the backbone semi-supervised learning algorithm because it allows us to guarantee

some level of performance on class-imbalanced data. In the supervised loss, FixMatch

uses the cross-entropy loss derived from weakly augmented labeled data α(x), as fol-

lows:

LX =
1

B

B∑
b=1

H(yb, pm(y|α(xb); θ)) (3.1)

where H represents the cross-entropy loss and yb are one-hot labels. In the unsu-

pervised loss, FixMatch coerces the coherence between the softmax probability of

strongly augmented data A(ub) and their pseudo-label q′b as follows:

LU =
1

B

B∑
b=1

2∑
k=1

I(max(qb) ≥ τ)H(q′b, pm(y|A(ub); θ)) (3.2)

where I is an indicator function, qb is the softmax probability of ub, and max(qb) is the

highest value of the predicted softmax class probability, and τ is the static threshold,

and q′b is the argmax of weakly augmented data α(ub). Unsupervised loss is selectively

applied given the prediction probability of data with the indicator function, where it

gives 1 if the provided condition is satisfied, else, 0 is returned.

When it comes to dealing with class-imbalanced data, learning the network only

two loss functions does not prevent the classification bias as observed in Fig. 3.2, and

this phenomenon is also researched in previous studies through the precision-recall

analysis [90, 141, 195]. In particular, the fixed threshold (in general 0.95) is relatively

high for tail class samples with a small number of data and thus does not alleviate the

class imbalance.
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3.2.3 Reuse of Masked Samples

Existing research depends on explicitly on the unbalanced distribution to tackle the

problem of class imbalanced problem [90, 195]. Wei et al. [195] introduced a class-

rebalancing sampling approach that combines certain unlabeled images with labeled

data by employing the inverted class distribution as the sampling rate. However, it is

unsuitable to be aware of and re-sample the data based on the imbalanced distribution

of data considering real-world situations. To overcome this issue, we suggest an im-

plicit strategy for dealing with the class-imbalanced problem that does neither require

a distribution prior nor an additional sampling procedure. Using the intrinsic quali-

ties that occur throughout the training procedure, our method identifies the majority

of class samples and rejects them from the learning operation. The proposed strategy

used two masks to make the class distribution sensed by the model less uneven in order

to find the majority of class samples. The first is a confidence mask denoted byMC ,

and the second is a semantic mask denoted byMS . Each mask is a binary vector that

has the same dimension as a minibatch. With two masks, we propose the following

recycling loss:

LR =
1

B

B∑
b=1

2∑
k=1

MC(q
′
b)MS(z

′
b, z

′′
b )H(q′b, pm(y|A(ub); θ)), (3.3)

where z′ and z′′ are the output of feature extractor for α(ub) and A(ub).

3.2.4 Confidence Mask

Our first intuition for efficiently handling the class-imbalanced data is the utilization

of masked samples discarded in the learning procedure as described in Fig. 3.2. Due

to the high value of fixed threshold, the network is trained with a large number of

majority class samples and a small number of minority class samples. Additionally,

the minority class samples are less used than the majority class samples when we

train the network. These learning properties bring the classification bias toward the

majority class. Therefore, we assume that the minority class samples may produce
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less peaky softmax class probability compared to those of majority class samples. We

try to implicitly search minority class samples by using a slightly lower value than the

high static threshold of FixMatch and define a confidence mask as follows:

MC(q
′) = I(max(q′) < τc), (3.4)

where τc denotes the confidence threshold. By applying a confidence mask, we can

successfully identify uncertain and ambiguous data that are difficult to assign to a

specific class.

3.2.5 Semantic Mask

We focus on the correspondence between distinct augmented perspectives to solve

the class-imbalance problem without relying on the prior distribution. In Eq. 3.5, we

present a semantic mask that can indirectly filter out samples that belong to the ma-

jority class with high-level semantic coherence. In contrast to the confidence mask

in Eq. 3.4, we focus on low-level information, such as an intermediate representa-

tion, as the softmax probability may contain highly refined information. As a result,

to use more low-level information, we create a mask by making use of the features

that are output by the backbone. The logic behind the utilization of representation

is drawn from the samples that are considered to be members of the minority class.

Because of the classification bias, these samples are frequently dispersed across the

feature manifold or included within the representations of the samples belonging to

the majority class. In class-imbalanced issues, the tendency of majority class sam-

ples to exhibit strong recall and minority class samples to produce high precision is

well-known [90, 141, 195]. We also made the empirical discovery that the average

consistency of weakly and strongly augmented views among minority-class samples

was much lower than that of majority-class samples. Based on our data, we constructed

the following semantic mask to identify samples with impaired coherence:

Ms(z
′, z′′) = I(sim(z′, z′′) < τs), (3.5)
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Deep CNN

Representation

Linear classifier

Forward propagation

Mask generation

Element-wise multiplication

Static threshold

Confidence threshold

Predictions

Weak 
augmentation

Strong 
augmentation

Predictions

Pseudo Labels

Semantic mask

Confidence
mask

Figure 3.3: Overview of the proposed semi-supervised learning framework. Based on

the backbone semi-supervised learning framework, we jointly learn the recycling loss

consisting with a confidence mask and a semantic mask generated by the minibatch

distribution.

where τs is the semantic threshold, and sim(a, b) = a⊤b/∥a∥ · ∥b∥ indicates the dot

product between l2-normalized representation a and b (i.e. cosine similarity).

3.2.6 Learning Objectives

In the absence of the class distribution prior, we produce two masks according to

Eq. 3.4 and Eq. 3.5. As depicted in Fig. 3.3, we apply them with element-wise multi-

plication and train the recycling loss collectively with the backbone semi-supervised

learning algorithm. The total loss function is expressed as:

L = LX + LU + LR. (3.6)

3.3 Experimental Results

3.3.1 Experimental Setup

To demonstrate the efficacy of the proposed method, we considered long-tailed CIFAR-

10/100 [97] and STL-10 [32]. Since these datasets were class-wise balanced, we syn-

thetically constructed a class-imbalanced dataset with γ. Additionally, we assumed

that unlabeled data share the characteristics of labeled data, as described in [90]. We
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used N1 = 1500,M1 = 3000 for CIFAR-10 and N1 = 150,M1 = 300 for CIFAR-

100, respectively. Since STL-10 does not contain the class information in unlabeled

data, we only set N1 as 450.

3.3.2 Baselines

We compared the proposed method to various baselines, each of which contained su-

pervised algorithms for the class-imbalanced dataset and the current SSL algorithms.

First, we look at the most basic kind of supervised learning, which is termed Vanilla

and does not include an unlabeled dataset. Then, using the exact same conditions as

before, we tested how much of an improvement in performance can be achieved using

the re-balancing (RB) methods [20, 83, 88]. Similarly, we conducted experiments on

SSL algorithms containing VAT [137], Mean-Teacher [180], MixMatch [11], ReMix-

Match [10], and FixMatch [172].

3.3.3 Training Details

All experiments were performed with Wide ResNet-28-2 [222] using a batch size 64.

To evaluate classification performance, we measured the balanced accuracy (bACC) [77]

and geometric mean scores (GM) [15]. We report the average performance of the last

20 epochs out of a total of 500 epochs of training. We used random crop and hor-

izontal flip for weak augmentation, while we employed RandomAugment [35] and

Cutout [44] for strong augmentation.

3.3.4 Experimental Results on the Same Imbalance Ratio (γl = γu)

We first experimented when the labeled and unlabeled data shared the same imbal-

anced distribution in Table 3.1. According to the findings of the experiments, the

utilization of recycling loss contributed to a reduction in the severity of the class-

imbalance problem under a variety of imbalance settings. In order to conduct a more

in-depth evaluation of the usefulness of the suggested approach, the class-wise recall
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of CIFAR-10 test and unlabeled data are presented in Table 3.5. We divided CIFAR-10

into three disjoint groups according to the size of the classes: {Many,Medium,Few}.

Many and Few each contain the largest and smallest 1
3 classes, respectively. For each

group, our recycling loss increased the recall by 0.33, 2.25, and 7.80, respectively,

from the baseline. From the results, we demonstrated the robustness of our method

on class-imbalanced SSL by significantly enhancing the recall of the minority class

group.
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3.3.5 Results for Different Imbalance Ratios (γl ̸= γu)

In Table 3.2, we presented additional experimental results under various imbalance

ratios, allowing the recycling loss to operate in a more realistic setting. We main-

tained the imbalance ratio of labeled data at 100 and increased the imbalance ratio of

unlabeled data from 1, 50, and 150. The first condition, when the imbalance ratio is

1, indicates that the unlabeled data follow a uniform distribution. We found that the

proposed method consistently achieved better results than the strong baseline known

as FixMatch. Moreover, we conducted experiments with reverse-distributed unlabeled

data, i.e. M1 ≤ ... ≤ MK and Mk = M1 · γ−
k−1
K−1 . Some modern SSL algorithms

fail to handle the reversely distributed unlabeled data although they can use unlabeled

data compared to re-balancing based supervised learning. However, recycling loss can

manage the reversely ordered class distribution because it generates two masks to re-

move the majority class samples in a minibatch on the fly. In Table 3.3, we provided the

experimental results on STL-10. STL-10 naturally shows the different imbalance ratio

between labeled and unlabeled data. Under this circumstance, the joint training with

recycling loss helped to achieve the superior performance compared to the baselines.
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3.3.6 Results for Different Imbalance Protocols

There are two main imbalance protocols in class-imbalanced SSL. One is the DARP

protocol, where the data distribution is determined by the ratio and proportion of
M1
N1

[90]. The other is the CReST protocol, where the quantity of labeled and unlabeled

data is determined by the amount of labeled data for the entire training dataset [195].

Our approach can handle unbalanced data without prior knowledge (PI). In Table 3.4,

we compare the performance of classification with that of the latest research requiring

data distribution as a precondition. For a fair comparison, we set γ = 100, N1 = 1000,

and β = 10% for the CIFAR-10. Our proposed recycling loss achieved a competitive

classification accuracy for SSL algorithms requiring PI [90, 107, 195].
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Table 3.3: Comparison of classification performance (bACC/GM) on STL-10 under

class imbalance distribution. † represents the reproduced results.

STL-10 (γ = γl ̸= γu)

Algorithm SSL RB γl = 10 γl = 20

Vanilla - - 56.4 / 51.8 48.1 / 38.2

Re-sampling [83] - ✓ 57.8 / 53.6 47.4 / 35.8

LDAM-DRW [20] - ✓ 58.0 / 54.4 50.2 / 42.4

cRT [88] - ✓ 59.2 / 55.7 49.2 / 42.3

VAT [137] ✓ - 64.2 / 61.1 56.2 / 50.5

Mean-Teacher [180] ✓ - 57.7 / 54.8 48.0 / 35.3

MixMatch† [11] ✓ - 55.4 / 45.3 43.1 / 20.6

ReMixMatch† [10] ✓ - 71.6 / 67.7 61.5 / 45.6

FixMatch† [172] ✓ - 74.4 / 72.2 67.4 / 61.3

Ours ✓ - 76.7 / 75.2 70.8 / 67.0

Table 3.4: Comparison of classification accuracy on CIFAR-10 under CReST proto-

col [195]. We compare the results reported in [107].

CIFAR-10

Algorithm PI γ = 100, β = 10%

FixMatch [172] - 70.0

DARP [90] ✓ 74.6

CReST [195] ✓ 73.9

ABC [107] ✓ 77.2

Ours - 76.9

34



Ta
bl

e
3.

5:
Pe

r-
cl

as
s

cl
as

si
fic

at
io

n
re

ca
ll

(%
)o

n
C

IF
A

R
-1

0
un

de
rc

la
ss

im
ba

la
nc

e

C
la

ss
In

de
x

A
lg

or
ith

m
Sp

lit
0

1
2

3
4

5
6

7
8

9
A

vg
.

Fi
xM

at
ch

[1
72

]
te

st
98

.4
99

.4
88

.5
79

.6
89

.8
66

.8
72

.4
61

.7
47

.3
23

.2
72

.7

O
ur

s
te

st
98

.6
99

.4
89

.3
80

.7
89

.4
67

.2
80

.3
64

.4
52

.7
38

.5
76

.1

+0
.2

+0
.0

+0
.8

+1
.1

-0
.4

+0
.4

+7
.9

+2
.7

+5
.4

+1
5.

3
+3

.4

Fi
xM

at
ch

[1
72

]
un

la
be

le
d

98
.1

98
.9

88
.0

82
.2

88
.9

70
.7

75
.5

63
.9

58
.0

16
.7

74
.1

O
ur

s
un

la
be

le
d

97
.7

98
.7

87
.4

83
.3

87
.9

72
.8

80
.6

66
.3

60
.0

46
.7

78
.1

-0
.4

-0
.2

-0
.6

+1
.1

-1
.0

+2
.1

+5
.1

+2
.4

+2
.0

+3
0.

0
4.

0

35



(a) (b)

Figure 3.4: Confusion matrices of (a) FixMatch and (b) the proposed algorithm. Our

method effectively reduces false-negative predictions of the minority class.

3.4 Discussion

3.4.1 Qualitative Analysis

We compared confusion matrices as to how much the recycling loss reduces the false

positives, as shown in Fig. 3.4. Tian et al. [181] reported that a strong correlation

exists between several classes in the CIFAR-10, such as class 0 (airplane)-class 8 (ship)

and class 1 (automobile)-class 9 (truck). We confirmed that such a correlation causes

classification bias in conjunction with class-imbalanced characteristics and verified

that our method alleviates bias toward majority classes.

To evaluate the representation quality learned using the proposed method, we pre-

sented the t-SNE [183] of the learned representations in Fig. 3.5 and visually observe

the results in Fig. 3.4. Considering the assumptions of semi-supervised learning men-

tioned in Sec 3.2.1, FixMatch failed to learn separable representations (e.g., classes

5 and 7), while joint training with recycling loss reduced the inter-class overlap and

guided the decision boundary to penetrate low-density regions.
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(a) (b)

Figure 3.5: t-SNE of (a) FixMatch and (b) the proposed algorithm

Table 3.6: Effect of each mask on CIFAR-10 under class imbalance
CIFAR-10 (γ = γl = γu)

Method γl = 50 γl = 100 γl = 150

w/o LR 80.7 / 79.6 72.7 / 67.6 68.1 / 59.0

w/ LR (onlyMC) 81.6 / 80.6 75.0 / 71.8 69.7 / 64.0

w/ LR (onlyMS) 81.4 / 80.4 74.5 / 71.4 69.4 / 62.4

w/ LR (MC andMS) 82.3 / 81.4 75.3 / 72.1 70.4 / 65.1

3.4.2 Ablation Studies

To demonstrate the cooperation between the two masks in Eq. 3.3, we evaluated both

the bACC and GM by sequentially inserting the suggested masks in Table 3.6. When

analyzing the effects of each mask, we observed that applying the confidence mask

results in more improvements than using the semantic mask. We obtained the best

performance when the proposed masks are applied together rather than individually.
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3.5 Summary

In this chapter, we presented a novel but straightforward method for dealing with class-

imbalanced semi-supervised learning. We investigated the behavior of a cutting-edge

SSL algorithm in a class-imbalanced scenario and discovered a classification bias to-

ward the majority classes. We propose recycling loss to engage abandoned samples in

a learning procedure with two masks inspired by the observation of the state-of-the-art

SSL algorithm. The samples with the highest softmax prediction are filtered out using

a confidence mask, while inconsistent samples are identified using a semantic mask.

A confidence mask filters out majority-class samples based on the assumption that

minority-class samples may produce relatively low confidence. In contrast, a semantic

mask utilizes intermediate features to filter out data with low coherence between dif-

ferent views. Our experiments show that combining the two proposed masks improves

the state-of-the-art SSL algorithm on various long-tail datasets in a class-imbalanced

scenario. In particular, our methodology delivers competitive performance on state-of-

the-art class-imbalanced methods that explicitly re-balance the classifier depending on

the imbalance distribution of labeled data. To further demonstrate the effectiveness of

each mask, we also provide a qualitative analysis and ablation research.
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Chapter 4

Learning from Weakly Labeled Data

In Chapter 2, we performed the image classification task, which requires explicit

image-level annotations among the various types of imperfect supervision. On the

other hand, the other tasks, such as image segmentation and video-related tasks, de-

mand pixel-level annotations or labels for each time step. Therefore, it tasks a signif-

icant amount of effort to construct the datasets for these tasks. In this situation, the

significance of conducting research with a relatively weak label rather than an explicit

label is now becoming spotlighted.

4.1 Introduction

Humans unconsciously perform multisensory integration of different sensory modal-

ities exhibiting neural mechanisms and causal inferences based on perceptions [95,

167]. In fact, the human perceptual system can discover higher-order knowledge by

associating heterogeneous stimuli in cognitive science. Concerning the audio-visual

perception task, the efficiency of the visual system was observed to have improved

with the aid of auditory stimuli. There exist evidence supporting the assumption that

multisensory cue combinations result in high-level cognition. Consequently, it has

been proposed that the harmonization of auditory and visual stimuli enhances the sig-
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Figure 4.1: Illustration of the audio-visual event localization. The event boundary, as

denoted in red box, is labeled when both audio and visual events are jointly observed.

nal detection efficiency owing to the reduction in the disparity between two stimuli

sources [49, 95]. Various studies related to machine learning have been conducted

on modeling human multisensory integration for cross-modal representation [4], ac-

tion recognition [89], source localization [76], and conditional generation [234]. Ac-

cordingly, audio-visual information has been interpreted as closely related to human

perception. Moreover, this information has been proven to act as cues that aid in the

development of perceptual inference on counterpart modalities [145, 146, 147, 182].

Thus, in this chapter, how audio-visual event (AVE) localization task can be effectively

addressed via understanding the relationship between heterogeneous stimuli was ex-

amined.

AVE localization aims to temporally localize where specific events have occurred

and correctly classify events that occur in an unconstrained video as described in

Fig. 4.1. Therefore, the task can be interpreted as jointly performing an event seg-

mentation on the temporal dimension and video recognition problem. Recent stud-

ies [117, 182, 202, 209, 212] have proposed various solutions to the AVE localiza-

tion through attention mechanisms and recorded noteworthy performance. However,

the task of AVE localization remains a challenge owing to the existence of seman-

tic inconsistency in the unconstrained videos that result from the semantic mismatch
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between auditory and visual information. Semantic inconsistency implies that the se-

mantic information included in the visual modality may not necessarily correspond to

the semantics of the audio modality as described in Fig. 4.1. Under the circumstances,

in unconstrained videos, there exist frequent abrupt cross-modal event transitions, such

as video scene shifts and sound source changes. Consequently, these properties may

interfere with the correct inference of the model. In this chapter, we propose a novel

AVE localization that demonstrates the efficacy of solving the aforementioned prob-

lems in cross-modal data by facilitating temporal modeling, as illustrated in Fig 4.2. A

temporal relation enhancement module (TREM) that guides the model to learn tempo-

ral information via simulating the 3D convolutional neural networks (CNNs) as well as

learning the temporal properties from discrete features was proposed. In addition, the

semantic inconsistency was resolved to a certain extent owing to the expansion of the

temporal field of view with the shifting mechanism of the auditory and visual features.

Next, a temporal relation alignment module (TRAM) reinforces temporal consistency

by learning the global scope relation combined with self-attention [186] as proposed.

Studies based on the attention mechanism [202, 209] have focused only on local infor-

mation corresponding to the time step; however, a temporal relation-aware attention

mechanism that considers the global relation between cross-modal information was

proposed. Moreover, the semantics from different modalities were empirically demon-

strated to be well aligned by employing a relation-aware process.

The contributions of this chapter can be summarized as follows:

• We propose a novel architecture composed of two modules to address the AVE

localization problem under semantic inconsistency.

• We focus on sequential modeling to enhance the temporal characteristics be-

tween the audio and visual modalities. Especially we reinforce the network to

be aware of the temporal relation and align the semantic information between

cross-modal representations.
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Figure 4.2: Overview architecture of our proposed model for the audio-visual event

localization. Audio and visual features are extracted from the pre-trained backbone

networks and pass through the two temporal modeling modules. The proposed module

is jointly trained with two objective functions in a supervised setting.

• We propose two evaluation metrics for measuring the degree of global and local

semantic correspondences.

• The experimental results indicate that the proposed modules exhibit new state-

of-the-art performance for AVE localization under supervised and weakly su-

pervised settings.

4.2 Methods

4.2.1 Problem Statement

Adhering to the problem definition of [182], an audio-visual event can be defined

as the simultaneous occurrence of audio and visual events as illustrated in Fig. 4.1.

Specifically, each video {V ,A} is divided into T non-overlapping segments, where

V = [v1, ...,vT ], and A = [a1, ...,aT ] denote visual and audio features that align

with the video content, respectively. Each data possesses a second-level label indicat-

ing the presence of an event as yt ∈ {0, 1}, and the event-relevance region is defined

as y = {yt,c|yt,c ∈ {0, 1},
∑C

c yt,c = 1}, where C is the total number of event

categories including the background. In the case of supervised event localization, the

model is trained using second-level event annotations y. In contrast, in a weakly su-
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pervised event localization, only the video-level labels can be used by averaging the

second-level event labels y = 1
T

∑
T yt,c.

4.2.2 Temporal Relation Enhancement

Because the semantic inconsistency problem is inevitable in unconstrained videos, a

model that can explore semantic causality between adjacent data must be designed.

Thus, to discover temporal properties embedded in inputs, TREM, which encourages

the network to simulate 3D CNNs via broadening of the temporal field of view, was

introduced. For example, TREM splits the visual feature v into a specific number of

chunks in visual features. The 1st chunk was moved to the positive direction of the

temporal axis denoted as v+1, while the 2nd chunk was shifted in the opposite direc-

tion of the temporal axis denoted as v−1. The remaining chunks were not subjected to

a shift operation denoted as v0. Subsequently, the visual features were reconfigured us-

ing Eq. 4.1. In addition, the same operation was applied to audio features. Considering

the forward propagation of the visual and auditory features on the TREM, a temporal

relation of enhanced features can be obtained by merging the features as follows:

ve = w1v
−1 + w2v

0 + w3v
+1,

ae = w1a
−1 + w2a

0 + w3a
+1,

(4.1)

where w1, w2, and w3 represent the weight of each feature combination. Following

the feature shifting along the temporal dimension, two empty regions on the oppo-

site side of the two shifted features were found to exist, which were then filled with

zero values. The TREM acted as a guide for learning the cross-modal relationship via

the utilization of the in-sync features between auditory and visual modalities {vt,at}

coupled with the cooperating off-sync features containing {vt,at−1} and {vt+1,at}.

Consequently, TREM assisted in discovering the relationships between the neighbor-

ing features by increasing the temporal field of view. In addition, the shifting mech-

anism also strengthened the temporal property without additional computation cost
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and brings a dramatic performance improvement in the AVE localization without ad-

ditional memory usage. The proposed TREM differs from TSM [115], wherein the

temporal convolution is inserted between specific layers of the network. However, in

the TREM, the shifting mechanism is directly applied to the discrete spatial features

extracted from cross-modal sources with uniform intervals.

4.2.3 Temporal Relation Alignment

For the model to perform a reliable AVE localization, the auditory and visual fea-

tures should contain similar semantic information for each time step. However, not

all data have the aforementioned characteristics. Thus, TRAM, which learns the global

scope relation on the cross-modality features, was proposed as illustrated in Fig. 4.3.

Motivated by the global attention mechanism [227], the TRAM grasps cross-modal

alignments by calculating the pairwise affinity of the t-th temporal feature component

with all the temporal relation-aware features as follows:

vr = [vt,1
e ,vt,2

e , ...,vt,T
e ],

ar = [at,1
e ,at,2

e , ...,at,T
e ],

(4.2)

where vt1,t2
e and at1,t2

e represent the d-dimensional affinity features. For example,

vt1,t2
e is obtained via the inner product of the two features, vt1

e and vt2
e . Further, layer

normalization [6] was applied to standardize the degree of semantics contained in the

multimodal features. Moreover, to determine the optimal temporal agreement between

the auditory and visual features, it was applied to the concatenation of different distri-

butions as follows:

[vr;ar] = LayerNorm([mv;ma]), (4.3)

where mv = [ve;vr], and ma = [ae;ar], respectively.

Next, the cross-modal attention was applied to the audiovisual temporal relation-

aware features. Similar to the explanation by Xu et al. [209], the visual feature vr was
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Figure 4.3: Illustration of the proposed TRAM. To find optimal harmonization be-

tween cross-modal information, TRAM calculates the temporal relation-aware feature

derived by measuring the temporal affinity and normalizing the concatenation of two

features.

employed as a query feature, denoted as Qv ∈ RT×d, with the projection parameter

WQ
v . In addition, as a key and value feature, the concatenation of visual and auditory

features mv,a ∈ R2T×d was employed as well. By projecting temporal relation-aware

features with WK
v and W V

v , the key and value features, Kv,a and Vv,a dimensions

of 2T × d were derived. Further, the cross-modal attentive features were calculated as

follows:

vatt = σ(
QvK

T
v,a√
d

)Vv,a, aatt = σ(
QaK

T
a,v√
d

)Va,v. (4.4)

where Q,K, and V are the query, key, and value of attention for each modality, re-

spectively, and are determined as follows:

Qv = vrW
Q
v , Kv,a = mv,aW

K
v , Vv,a = mv,aW

V
v

Qa = arW
Q
a , Ka,v = ma,vW

K
a , Va,v = ma,vW

Q
a

mv,a = [vr,ar], ma,v = [ar;vr]

(4.5)

where WQ
v , WK

v , and W V
v denote the learnable parameters for audio-guided visual
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self-attention. In a similar manner, WQ
a , WK

a , and W V
a denote learnable parameters

for video-guided audio attention; and σ represents the softmax function. Finally, a

similar self-attention was applied to the multiplication of two features, vatt and aatt, to

reinforce the cross-modal congruency, and thus obtain oav as a dual-modality feature.

4.2.4 Audio-visual Event Localization

After finishing the audiovisual interaction with the two proposed modules, oav can be

obtained with dimensions of T × d-dimensional features. As shown in Fig 4.2, the

event relevance prediction and event category prediction were performed with two lin-

ear layers, Wr and Wc. Consequently, two prediction scores, an event-relevance score

ŝr and an event category score ŝc, were obtained. In the case of the supervised set-

ting, the network was jointly trained using two objective functions for event-relevance

prediction and event category prediction, where the former was optimized by a binary

cross-entropy loss and the latter by a cross-entropy loss. In contrast, in the weakly

supervised setting, the multi-instance learning (MIL) formulation was followed [199].

However, because only video-level labels can be accessed, as mentioned in 4.2.1,

the video-level label was inferred by aggregating individual predictions following MIL

pooling. The inference procedure followed is similar to that for the supervised task.

4.3 Experimental Results

4.3.1 Experimental Setup

To demonstrate the effectiveness of the proposed method on AVE localization, it was

evaluated by applying it to the AVE dataset [182]. The dataset contains 3339, 402 and

402 videos for training, validation, and testing, respectively, with each video sampled

from AudioSet [56]. The dataset is categorized into 28 event categories, including

classes closely related to daily life. Further details regarding the AVE dataset can be

found in the original paper [182].
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The proposed method used PyTorch 1.2.0 [148] for joint training of two proposed

modules on Ubuntu 16.04 LTS. All experiments are performed with 2 × Intel(R)

Xeon(R) CPU E5-2630 v4 @ 2.20GHz, 256GB RAM, 4 × NVIDIA TESLA V100

GPU.

4.3.2 Implementation detail

The VGG-19 [170] was employed for extracting visual features pre-trained with Ima-

geNet [160]. To create 1-second visual features, global average pooling was applied on

the 16 consecutive visual features, based on which 512× 7× 7 feature map was gen-

erated. To produce the auditory feature, this study employed VGGish [73] pre-trained

with AudioSet [56], which produces a 128-dimensional feature per second. Conse-

quently, for training, a batch size of 32, Adam optimizer [92], and a learning rate of

5× 10−4 were used to learn the proposed model. The learning rate was progressively

decayed by multiplying by 0.5 for every 10 epoch until learning reached 30 epochs to

avoid overfitting.

To implement the proposed module, we divided the 512-dimensional features into

the duration of an input video (10 seconds), and the shift operation was performed on

the first two chunks. To calculate the temporal relation-aware features, we calculated

the global affinity when i is 1 for the convenience of the computation.

4.3.3 Comparison to the State-of-the-Art: Supervised Training

The effectiveness of the proposed method in the supervised AVE localization setting

was demonstrated through comparisons with the recently introduced AVE localization

methods in terms of the AVE localization accuracy in Table 4.1. The experimental re-

sults indicated that the joint training with the two proposed modules outperformed the

strongest competitor, PSP [231] by 0.1%. Although the feature extracted from VGG-19

rather than ResNet-151 was experimented with, the proposed method achieved promis-

ing results by outperforming the result obtained via CMAN [212] by 0.8%.
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Table 4.1: Comparison to state-of-the-art approaches in supervised and weakly super-

vised classification accuracy (%) on the AVE dataset.

Method Supervised Weakly supervised

ED-TCN [102] 46.9 -

Audio [73] 59.5 -

Visual [170] 55.3 -

AVSDN [117] 72.6 66.8

DMRN [182] 72.7 66.7

DAM [202] 74.5 -

AVIN [154] 75.2 69.4

AV-transformer [118] 76.8 70.2

CMAN [212] 77.1 -

CMRAN [209] 77.4 72.9

PSP [231] 77.8 73.5

Ours 77.9 73.9

4.3.4 Comparison to the State-of-the-Art: Weakly supervised Training

Table 4.1 reports the performance comparison of the proposed temporal modeling

against state-of-the-art methods in a weakly supervised setting. The proposed method

exhibited leading performance because it surpassed state-of-the-art performance [231]

by 0.4%. Consequently, the comparison indicates that the proposed method overcomes

the audiovisual inconsistency, despite the existence of video-level labels only.
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Figure 4.4: Qualitative visualization of (a) audio-guided visual attention and (b) tem-

poral semantic consistency map. The area of green box denotes the ground-truth event

boundary where both audio and visual event happens simultaneously.

4.4 Discussion

4.4.1 Effectiveness of TREM

The TREM was introduced to boost temporal information based on the shifting mech-

anism [115] and thereafter expand it from the visual to auditory features. To verify

whether the TREM can aid in addressing the AVE localization task, ablation studies

were conducted via the addition or deletion of the TREM in the networks. As reported

in Table 4.2 and 4.3, the application of the TREM on both modalities enhanced the

event localization performance in supervised and weakly supervised experimental set-

tings. In the supervised setting, the joint training with the TREM achieved 77.99%,

a remarkable improvement of 0.55% compared to the previous best method. In the

weakly supervised setting, the joint training with the TRAM exhibited a performance

improvement pattern similar to that of the supervised setting by increasing the baseline
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performance by 0.67%. These promising results can be attributed to the enlargement of

the temporal receptive field. Owing to the increase in the temporal field of view for ef-

fective cross-modal interaction, various combinations of views were created, and con-

sequently, the network achieved the best fusion. Thus, expanding the temporal field of

view can aid in determining at sweet spot between neighboring segments and enhance

the temporal modeling power of the network. Further, in the supervised setting, it is

considered that the performance with the TREM is higher than that of the joint training

with the two modules for the following reasons: Considering the data statistics, 66.4%

of AVE spans over the duration of the video, boosting the temporal property may have

aided n matching the correct event labels in the supervised setting, in contrast to the

weakly supervised settings that only use video-level labels.

4.4.2 Effectiveness of TRAM

The TRAM was proposed to determine the relationships and mitigate the temporal

semantic inconsistency between cross-modal features. Further, to validate its bene-

fits, the performance of the training with the TRAM was compared while maintain-

ing the cross-modal self-attention as reported in Table 4.2 and 4.3. In the supervised

and weakly supervised settings, the TRAM was observed to enhance the baseline per-

formance by 0.20 and 0.19%, respectively. However, because of the different distri-

butions of cross-modality, effectively training cross-modal data is a challenge [191].

Hence, layer normalization was deployed before cross-modal self-attention to harmo-

nize cross-modality representations along the channel axis. Thereafter, the assumption

was experimentally demonstrated via the application of layer normalization to the con-

catenation of the cross-modal representation rather than passing each representation on

each normalization layer. Certain examples wherein the proposed modules were added

are shown in Fig. 4.5.
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4.4.3 Resolve the Temporal Semantic Inconsistency

The effectiveness of the proposed method in alleviating audiovisual temporal seman-

tic inconsistency was demonstrated. Considering the property of unconstrained videos,

each video contained candidate objects capable of producing various sounds, including

abrupt scene changes, such as camera movement, and included semantic inconsistency.

Hence, correctly localizing the temporal event boundary by semantically aligning au-

ditory and visual information remains a challenging problem.

4.4.4 Quantitative Analysis

Two evaluation metrics, that is, the semantic consistency score (SCS), to quantify the

extent to which the semantic inconsistency has been resolved and the semantic align-

ment score (SAS) to measure the degree of semantic alignment under the condition of

an unstrained environment were proposed in this study. SCS indicates the global corre-

spondence between two modalities, while SAS implies the number of cross-modality

features temporally and semantically aligned in the local temporal interval. To calcu-

late SCS and SAS, the intermediate features vr and ar were considered before enter-

ing the cross-modal self-attention in the TRAM, which yielded the temporal semantic

consistency map ms ∈ RT×T . Each component of the map, ms(t1, t2), which signifies

the semantic affinity between vt1
r and at2

r , is measured by ms(t1, t2) = v
t1
r ·at2

r∥∥∥vt1
r ∥·∥at2

r

∥∥∥ ,

where vt1
r and at2

r indicate the visual and auditory temporal relation-aware features

corresponding to the time steps t1 and t2, respectively. Thereafter, the map was nor-

malized to [0, 1] to adjust the degree of semantic alignment. Consequently, using the

temporal semantic consistency map ms, the SCS and SAS were evaluate as follows:

SCS = E[
1

T

∑
t1,t2∈[0,T ]

ms(t1, t2)] 1 ≤ t1, t2 ≤ T,

SAS = E[
te∑

t=ts

tr(ms)] ts ≤ t ≤ te,

(4.6)
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where ls and le indicate the event boundary. When the semantics of audio and visual

features match in each time step, the lower bound of SCS is 0, and vice versa SCS

has the upper bound of 1. SAS evaluates the degree of alignment for the temporal

boundary zone, as opposed to SCS, which analyzes semantic consistency for a given

video. SAS has the average temporal length of the ground truth event boundary as the

upper bound. The results of SCS and SAS for all the testing datasets are presented

in Table 4.4. The results show that the proposed method outperformed the baseline in

terms of the proposed semantic alignment metrics.

4.4.5 Qualitative Analysis

In Fig. 4.4, the qualitative results of the audio-guided visual attention and temporal

semantic consistency map are shown. The CMRAN [209] was set as the baseline,

based on which an AVE localization model was built employing the two learning ob-

jectives. Comparing the attention map of CMRAN [209], it was confirmed that the

proposed modules accurately focused on the region where the audio-visual correspon-

dence occurred. In particular, the proposed attention maps were found to reduce the

false-positive attention region by separating the sounding objects. For example, in the

middle sample of Fig. 4.4(a), the results of this study correctly localized the part where

the woman speaks into the microphone and the part where another person appears and

speaks. Next, how the proposed method reinforced the temporal relationship between

neighboring features has been described in Fig. 4.4(b). The intensity of each map in-

dicates the degree of normalized semantic affinity. The bright region represents the

semantically well-aligned temporal region, whereas the dark area indicates the seman-

tic misalignment between the visual and auditory inputs. The observation verified the

proposed coercing of the temporal semantic consistency compared with the baseline.

In Fig. 4.6 and Fig. 4.7, we visualized additional examples to support the pro-

posed method. The attention maps of the proposed method obtained in a supervised

and weakly supervised manner are more precise compared to the CMRAN [209]. The
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proposed method correctly localizes and explicitly distinguishes the sound source.

4.5 Summary

This chapter proposed two modules for addressing audio-visual semantic inconsis-

tency in unconstrained videos. TREM was introduced to extract high-quality tempo-

ral representation by broadening the temporal field of view on multimodal features.

Thereafter, TRAM was proposed for exploring the global scope semantic relation with

cross-modal self-attention on the cross-modal features. By jointly training two mod-

ules, state-of-the-art AVE localization performance was realized in supervised and

weakly supervised experimental settings on the AVE dataset. Moreover, extensive ab-

lation studies verified that the proposed method resolved temporal inconsistency and

improved temporal semantic alignment both quantitatively and qualitatively.
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Table 4.2: Ablation studies on the supervised setting. † is the reported results of the

CMRAN [209]. v and a indicate the usage of each module on the visual and auditory

modalities.
TREM (v) TREM (a) TRAM (v) TRAM (a) Acc. (%)

- - - - 77.44†

✓ - - - 76.14

- ✓ - - 77.94

- - ✓ - 75.97

- - - ✓ 78.09

✓ ✓ - - 77.99

✓ - ✓ - 76.12

✓ - - ✓ 77.44

- ✓ ✓ - 76.27

- ✓ - ✓ 76.72

- - ✓ ✓ 77.63

✓ ✓ ✓ - 76.84

✓ ✓ - ✓ 76.79

✓ - ✓ ✓ 77.16

- ✓ ✓ ✓ 77.07

✓ ✓ ✓ ✓ 77.86
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Table 4.3: Ablation studies on the weakly supervised setting. † is the reported results

of the CMRAN [209]. v and a indicate the usage of each module on the visual and

auditory modalities.

TREM (v) TREM (a) TRAM (v) TRAM (a) Acc. (%)

- - - - 72.94†

✓ - - - 73.38

- ✓ - - 73.06

- - ✓ - 72.61

- - - ✓ 72.83

✓ ✓ - - 73.61

✓ - ✓ - 72.49

✓ - - ✓ 73.49

- ✓ ✓ - 72.39

- ✓ - ✓ 72.99

- - ✓ ✓ 73.13

✓ ✓ ✓ - 71.34

✓ ✓ - ✓ 73.06

✓ - ✓ ✓ 73.86

- ✓ ✓ ✓ 73.86

✓ ✓ ✓ ✓ 73.86

Table 4.4: Evaluation of the effectiveness of proposed modules on the temporal se-

mantic consistency. †We set the CMRAN as a baseline and compare two metrics.

Method SCS (↑) SAS (↑)

Proposed 0.493 3.64

Baseline† 0.482 3.61
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(b)

Figure 4.5: Illustration for the ablation study. The area of green box denotes the

ground-truth event boundary. (a) represents the example of ”Baby cry, infant cry”,

and (b) is the example of ”Frying (food)”. The more temporal modeling is applied, the

more accurate localization performance is.
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Figure 4.6: Additional visualization examples of the supervised experiments
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Figure 4.7: Additional visualization examples of the weakly supervised experiments
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Chapter 5

Learning from Unlabeled Data

In this chapter, we address the problem with no supervision. Since no supervision is

accessible in such situations, it is common to utilize proxy supervision that can be

generated from the training data itself. The most representative example of proxy su-

pervision is the generated images through data augmentation. In this case, two images

generated from the same data instance are regarded as a positive pair, while augmented

images from two different images are considered negative pairs. By utilizing the proxy

annotation from the mini-batch, the network is guided to learn discriminative repre-

sentation.

5.1 Introduction

Clustering is the process of grouping similar data points into the same clusters by min-

imizing the intra-cluster variance while maximizing the inter-cluster variance without

annotations. Traditional approaches [19, 66, 75, 86, 104, 124] have been proposed

to discover an optimal partitioning with local descriptors [37, 123, 143]. However,

finding optimal clusters with hand-crafted features has two limitations: 1) capacity of

features: the discriminative features of an entire image cannot be properly extracted.

2) algorithm susceptibility: the clustering performance heavily depends on the choice
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Transform Pull Push Correction

Desirable information Undesirable information

( ) ( ) ( ) ( )

a)

b) h-space -space

h-space -space

(a)

(b)

Figure 5.1: Illustration of our motivations and proposed solutions. (a) compares the

clustering procedure using naı̈ve contrastive learning and our approach. Grey dashed

circles indicate the boundary of random perturbation. We guide that the false positive

is located near the anchor in the feature space. (b) visualizes the amount of information

before and after the projection head. To make a clustering-favorable space, we apply

the contrast on the h-space to provide more information to the projection head.

of similarity metric [168]. Therefore, it is important to learn high-quality features and

build a robust algorithm that is less affected by visual similarity.

Deep clustering aims to perform representation learning and clustering without

annotations jointly. Early studies [24, 72] directly estimated cluster membership. Sub-

sequently, some studies [62, 63, 78, 140, 200, 207] associated multiple objectives to

extract various properties of the input. The latest trend in deep clustering [78, 84, 110,

200, 229] is to not only predict the cluster assignments but solve the contrastive predic-

tion task [28, 69]. In this chapter, we employed the contrastive learning framework [28]
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to establish our deep clustering method.

Recently, contrastive learning has become the main idea of self-supervised learn-

ing [28, 69, 136, 204]. As illustrated in Fig. 5.1(a), it first generates two perturbed

images using stochastic augmentations and learns discriminative representation by en-

couraging two representations to be pulled closer but pushes apart all the others. Al-

though contrastive learning has proven its effectiveness in deep clustering [110, 229],

an inherent problem exists; because no labels are provided, false negatives inevitably

arise from the learning procedure. Some data that belong to the positive category can be

regarded as negative and generate improper learning signals. Another problem is infor-

mation compression which occurs at a nonlinear projection head [28] and may restrict

the information that is beneficial for downstream tasks as illustrated in Fig. 5.1(b). To

solve the above issues, we developed a novel deep clustering method that leverages

a learning objective that can purify a learning signal contaminated by false negatives.

In addition, we enforced the latent features having clustering-relevant information by

contrasting positive features against negative features.

The contributions of this chapter are summarized as follows:

• We propose a novel end-to-end deep clustering method that creates a clustering-

favorable representation to overcome the two abovementioned drawbacks of

contrastive learning.

• We propose a feature refinement strategy to correct undesirable learning signals

derived from false negatives and exploit informative negatives to improve the

volume of desirable information in downstream tasks.

• We apply contrastive learning to the latent space so that the projection head can

receive a desirable learning signal.

• We achieve state-of-the-art performance on five challenging datasets.
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Figure 5.2: The proposed method consists of three parts, base encoder f(·), projection

head gd(·), and clustering head gc(·). On the multiple heads, we perform instance-level

discrimination and cluster-level discrimination. Further, to refine the hidden represen-

tation, which is the output of the base encoder, we applied the contrastive loss on the

output of the encoder h.

5.2 Methods

In this section, we provide a method to learn a clustering-favorable feature space and

focus on the following questions: (1) How can the undesirable learning signal be

alleviated from false negatives? and (2) How can the latent feature space be refined to

help the network maintain the desirable learning signal? We start with an overview of

the deep clustering approach and describe the components of our method as illustrated

in Fig. 5.1.

5.2.1 Deep Clustering

Deep clustering separates N images I = {Ii}Ni=1 into k clusters Y = {Yj}kj=1 follow-

ing semantic characteristics in an unsupervised manner. Two major components are

the (1) base encoder f(·), which produces a latent feature h = f(I), where h ∈ Rd

for a given input I , and (2) classifier gc(·), which maps each latent feature h into class
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assignments y = gc(h), where y ∈ Rk. After training, each cluster is assigned a max-

imum likelihood as y∗ = argmaxy(yj), where j ∈ {1, 2, ..., k}.

5.2.2 Contrastive Learning

The goal of contrastive learning is to reduce the distance between positive samples

while enlarging the distances between negative samples by solving pretext tasks [28,

69]. We suspend a projection head gd(·) after the base encoder to acquire a view-

invariant representation. The projection head gd(·) projects an output of the base en-

coder, called a base feature h, onto z ∈ Rl. For each image, two stochastic transfor-

mations t and t′ sampled from the augmentation family T produce a pair of correlated

images (x, x′), and we perform this action for N images. Among 2N augmented im-

ages, there exists a semantically similar pair called positive (x, x+) and dissimilar pairs

called negative (x, x−). Afterward, the network is trained to maximize the similarities

between positive pairs and minimize similarities between an anchor and negative pairs

as follows:

Lcont = − log s(z, z+) + log[s(z, z+) +
N∑
i=1

s(z, z−i )], (5.1)

where s(a, b) = ea
⊤b/τ , and ∥a∥2 = ∥b∥2 = 1.

5.2.3 Mitigate Undesirable Learning Signal

Due to the sampling bias problem noted by Chuang et al. [30], solving naı̈ve con-

trastive prediction tasks in Eq. 5.1 inevitably encounter the class collision problem

because it performs instance-level discrimination without considering class informa-

tion. A class collision problem is a phenomenon in which instances regarded as neg-

ative samples contain the same or similar semantics, thereby degrading the quality of

the presentation. Here, the harmful learning signal arising from false negatives may

interfere with building a clustering-favorable feature space. Since it is impossible to

exclude the false negatives, we propose a solution to handle false negatives to improve
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the clustering performance effectively. Therefore, we employ a learning objective to

purify the corrupted learning signal from the aforementioned problem based on debi-

ased contrastive learning [30]. We expect that applying a debiased contrastive predic-

tion task will help to move nearer to the positives in the feature space as follows:

Ldeb = − log
s(z, z+)

s(z, z+) + Q
τ−

[
Ep−

[
s(z, z−)

]
− τ+Ep+

[
s(z, zv)

]] , (5.2)

where Q is a weighting parameter, and τ+ is the class probability.

Negative samples are sampled from the data distribution p rather than the true

negative distribution p− because the ground truth class information is unavailable. As-

suming that the latent class c follows a uniform distribution p(c) = τ+, in the denom-

inator of Eq. 5.2, the sum of true negative pair logits is approximated by subtracting

the expectation of auxiliary positive pair logits from the expectation of negative pair

logits is rather than naive summation over all negatives, as in Eq. 5.1. However, Eq. 5.2

is satisfied as the number of negative samples N tends to infinity. Thus, in practice,

the expectation terms in Eq. 5.2 are replaced by the empirical estimation of expecta-

tion within the mini-batch. Additionally, to consider the hard negatives located near

the positives, we modify Eq. 5.2 to Lhard based on the hard negative sampling strat-

egy [157] and reorganize the learning objective as:

Lhard = − log
s(z, z+)

s(z, z+) + Q
τ−

[
Ez−

[
s(z, z−)

]
− τ+Ezv

[
s(z, zv)

]] . (5.3)

Here, we can approximate two expectation terms, Ez− and Ezv , in the denominator,

using the Monte-Carlo importance sampling as follows:

Ez−∼q−β

[
s(z, z−)

]
≈ Ex−∼p

[
e(β+1)s(z,z−)/Ẑβ

]
Ezv∼q+β

[
s(z, zv)

]
≈ Ezv∼p+

[
e(β+1)s(z,zv)/Ẑ+

β

] (5.4)

where Ẑβ and Ẑ+
β are the partition functions of qβ and q+β , respectively. For more

detailed information, please refer to the original papers [30, 157].
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5.2.4 Refining Latent Features

As mentioned by Chen et al. [28], the projection head leaves only a part of the infor-

mation on z. By optimizing the contrastive loss with restricted information, z becomes

view-invariant; however, it could lose the task-favorable information as a result. Fur-

thermore, Minderer et al. [135] noted z can be easily biased towards containing un-

desirable information, called a shortcut problem, which largely deteriorates the repre-

sentation quality important for downstream tasks.

We propose a feature contrast regularizer to include clustering-relevant informa-

tion in z while preventing the unwanted situation described above. Our intuition is

that organizing learning signals for the base encoder not only from a restricted feature

space but also from a feature space with more information can avoid z convergence

to a trivial solution in which the trained network yields exactly the same z as differ-

ent input images. Straightforwardly, we choose the feature space, mapped by the layer

just before the projection head, in which the information remains intact. Therefore, we

minimize the contrastive loss [28] on the intact features, h as follows:

R = − log s(h, h+) + log[s(h, h+) +

N∑
i=1

s(h, h−i )]. (5.5)

In this manner, the final layers contain more task-favorable information by jointly op-

timizing the spaces of z and h.

5.2.5 How to Estimate Cluster Assignments?

We attach another projection head gc(·) to directly estimates the cluster assignments

distribution similar to [110] in addition to the projection head gd(·), which learns view-

invariant information from data instances. The projection head gc(·) maps a latent fea-

ture h to y ∈ Rk with a Softmax function. Similar to in Eq. 5.1, we define contrastive

loss [28] to distinguish the estimated cluster assignments as follows:

Lc = − log s(y, y+) + log[s(y, y+) +

N∑
i=1

s(y, y−i )]. (5.6)
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We also utilize the negative entropy to make cluster assignments closer to a uniform

distribution, and it finally prevents the trivial solution that most data points are allo-

cated to the same cluster. The overall loss for the cluster assignments prediction can

be written as Lclus = Lc − H(Y ). Here, H(Y ) is the entropy of cluster assignments

probabilities which defined by −
∑2K

i=1 p(yk) log p(yk).

5.2.6 Objective Function

We jointly optimize the three objectives from two projection heads and one objective

from the base encoder in an end-to-end manner. The overall learning objective function

is formulated as:

L = E(x,x+)∼p+

x−
i ∼p−

[
Lhard + Lcont + Lclus + λR

]
. (5.7)

5.3 Experimental Results

5.3.1 Experimental Setup

We conducted experiments on five benchmark datasets. (1) CIFAR-10/100 [97]: A nat-

ural image with 50, 000/10, 000 samples from 10/100 categories for training and test-

ing, respectively. In CIFAR-100, we regarded the 20 super-classes as the target classes

to reduce semantic granularity. (2) ImageNet-10 and ImageNet-Dogs: As a subset of

ImageNet [98], the former with 10 randomly sampled subjects and the latter with 15

dog breeds. (3) Tiny-ImageNet: A subset of ImageNet [98] with 200 categories. It

consists of 100, 000/10, 000 images for training/testing, respectively.

We used three standard evaluation metrics: (a) normalized mutual information

(NMI), (b) accuracy (ACC), and (c) adjusted rand index (ARI). All metrics ranged

from 0 to 1, and the higher value indicates better clustering performance.
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5.3.2 Implementation Details

For a fair comparison, we followed the same data protocol as those in the previous

studies [78, 84, 110]. All experiments were performed using ResNet-34 [70] to yield

a hidden representation of an image, and we set the dimension of the projection head

gd(·) as 128. We resized all images to 224 × 224 to fit the input resolution of the

backbone network and randomly applied Gaussian blur, horizontal flip, color jittering,

and conversion to grayscale. We excluded the Gaussian blur on CIFAR-10/100 since it

may prevent the network from accessing the correct semantic information. We used the

Adam optimizer [92] with an initial learning rate of 3e − 4 to optimize the backbone

network and two projection heads. No weight decay or scheduler was not used in the

experiments, and all models were trained for 1, 000 epochs.

We utilize the deep learning library PyTorch 1.7.0 [148] to implement the pro-

posed model. We conduct all experiments with 2 × Intel(R) Xeon(R) Gold 6258R @

2.70GHz, 512GB RAM, 8 × NVIDIA Quadro RTX 8000 GPU with the batch size

256.

5.3.3 Main Results

Comparison to the State-of-the-Art We first compared the clustering performance

of our method with state-of-the-art algorithms in Table 5.1 and observed the following

characteristics. (1) Our method outperformed the previous state-of-the-art methods on

five datasets. In particular, we surpassed the best competitor [110] by effectively con-

sidering false negatives and utilizing hard negative mining for deep clustering. (2) In

terms of accuracy, we observed the proposed model showed greater performance im-

provements when the number of classes we wanted to cluster was large. We achieved

the accuracy gain on CIFAR-100 of 1.9% and ImageNet-Dogs of 8.1%. We achieved

a 2.5% performance improvement on the Tiny-ImageNet, which is the most challeng-

ing dataset among the five. These results demonstrate that our approach to creating a

clustering-favorable feature space appropriately applies to representation learning.
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(a)

(b)

(c)

Figure 5.3: Cluster evolution on ImageNet-10. (a)-(c) represent the visualization of

feature space at the early, middle, and final stages of learning.
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(a) (b)

Figure 5.4: Confusion matrices of (a) baseline and (b) our results. Each row of the

matrix is the predicted cluster, while each column is the ground-truth.

Cluster Evolution We designed our learning objectives under the motivation of not

only reducing undesirable signals in z but also refining the information contained in

the latent feature h. In Fig. 5.3, we visualized trained latent features with t-SNE [183]

to observe how data instances are progressively grouped. All samples were distributed

sporadically during the early stages of training and formed a clustering-favorable dis-

tribution, except for some overlapped inter-class distribution.

Confusion Matrix Analysis As shown in Fig. 5.4, we compared two confusion ma-

trices of the baseline [110] and proposed method. The top-right area of the confusion

matrix indicates the false negatives that interfere with providing desirable learning sig-

nals to the projection heads. From this result, our deep clustering approach helps create

a clustering-favorable feature space by filtering out a large number of false negatives.

Specifically, we effectively reduced the number of false negatives from 7524 to 5526.

Backbone Reliance As shown in Table 5.2, we evaluated the clustering performance

while changing the backbone network that constructs the feature space. We discovered
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Table 5.2: Reliance of backbone networks. We evaluate the performance on various

base encoders.
Dataset Backbone NMI ACC ARI

CIFAR-10

ResNet-18 0.686 0.777 0.618

ResNet-34 0.718 0.802 0.653

ResNet-50 0.687 0.778 0.620

ImageNet-10

ResNet-18 0.852 0.895 0.819

ResNet-34 0.858 0.898 0.826

ResNet-50 0.859 0.898 0.827

Table 5.3: Transferability of learned features

Train

Test
ImageNet-10 CIFAR-10 STL-10

ImageNet-10 - 0.340 0.478

CIFAR-10 0.296 - 0.464

STL-10 0.618 0.488 -

the following tendencies: (1) When we experimented on a relatively small dataset, such

as ImageNet-10, we acquired a similar performance in terms of accuracy. However,

we observed that NMI and ARI increased as the network became deeper. These results

indicate that we can build a more robust feature space as the network depth increases.

Based on the rich expressiveness of the deep network, we formed a more robust feature

space. This means that deep networks generate more expressive features in terms of

the security of cluster results. (2) Meanwhile, we confirmed that deep networks do not

guarantee high performance for relatively large datasets.
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(a) (b) (c)

Figure 5.5: Cases studies on ImageNet-10. Each row represents ”soccer ball”, ”trailer

truck”, and ”orange”, respectively. (a) green, (b) red, and (c) blue boxes indicate the

True Positive, False Positive, and False Positive examples, respectively.

Transferability As shown in Table 5.3, to evaluate the generality of our method, we

assessed the cross-data transferability among ImageNet-10, CIFAR-10, and STL-10

with accuracy scores. Because there was no additional training on the target datasets,

we demonstrate that Table 5.3 shows meaningful transfer performance between datasets.

We observed that the transfer results on STL-10 are outstanding, and we conjecture

that it would be more advantageous for a model to capture general semantics due to

the relatively large dataset size.

Case Studies We examined the success and failure examples to deliver insights into

our method, as shown in Fig. 5.5. We consider three types of examples: true positives,

false negatives, and false positives. False negative samples were frequently generated

when images with different labels contained two different semantics, such as “dog” and

“ball”. While false positive samples arose for images with similar color and structure

priors, such as “ball” and “orange”, in false positive samples, we speculate that color

and structure information is a major factor in mis-clustering. For example, an orange-

colored soccer ball with a “soccer ball” class was mis-clustered in the “orange” class.

Based on the above-mentioned problems, we believe unsupervised clustering must
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Table 5.4: Ablation results on CIFAR-10. † indicates the reproduced results [110].

Method MNI ACC ARI

baseline 0.705 0.790 0.637
†baseline 0.680 0.765 0.607
†baseline +R 0.672 0.763 0.600

Lclus 0.553 0.584 0.411

Lclus + Ldeb 0.695 0.784 0.628

Lclus + Lhard 0.668 0.726 0.573

Lclus +R 0.609 0.675 0.508

Lclus + Ldeb +R 0.693 0.784 0.625

Lclus + Lhard +R 0.701 0.788 0.634

Lclus + Lhard + Lcont 0.718 0.802 0.653

Lclus + Lhard + Lcont +R 0.715 0.807 0.658

learn low-level features while exploiting high-level features.

5.3.4 Ablation Study

In Table 5.4, we report the ablation results on CIFAR-10 to show the efficacy of

each component of the proposed method. We assessed the three evaluation metrics by

adding each component in sequence. Here, we observed three appealing results. First,

when replacing Lcont with Ldeb or Lhard, the clustering performance was slightly re-

duced. This pattern shows different characteristics compared to previous studies [30,

157], which performed linear classification as a downstream task. We consider that this

result is due to some loss of downstream task-relevant information through the projec-

tion head. Second, when we complemented R as a learning objective, we achieved

improved clustering performance compared to the reproduced baseline. We explain

this phenomenon as helping to boost the clustering-favorable information in the h-
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space suppressing the improper learning signal for downstream tasks. Further, joint

training of the Lclus andR enhanced the clustering accuracy from 0.584 to 0.675. Fi-

nally, we achieved the best performance when we trained the network with four learn-

ing objectives. We interpret this result as an undesirable learning signal triggered by

false negatives damaging the representation quality, even though the regularizer aims

to construct a better h-space. From the ablation results, we confirmed that our method

to correct learned information in the base feature h jointly and that in the projected

feature z is effective for learning a clustering-favorable representation.

5.4 Discussion

5.4.1 Representation Quality

We perform a series of experiments to evaluate the representation quality trained with

our method besides deep clustering. Table 5.5 shows the Top-1 accuracy under linear

evaluation, the most widely used evaluation protocol for self-supervised learning. To

measure the Top-1 accuracy, we follow to employ three stages: 1) learn the represen-

tation of f(·) on the training dataset under multiple conditions (SimCLR [28], w/o

FCR, and w/ FCR). 2) train a linear classifier g(·) on top of f(·) on the training dataset

by freezing the weights of the encoder. 3) evaluate the accuracy of the classifier on

the testing dataset. Here, we trained all the models with 200 epochs with 32 × 32 re-

sized images. In four different datasets, we demonstrated that the proposed method is

effective to enhance the discriminative properties.

In Table 5.6, we employed the non-parametric classifier based on k-Nearest Neigh-

bor (k-NN) on the representation trained in a self-supervised manner. We applied the

feature contrast regularizer to features in other layers before the projection head to ob-

serve which intermediate feature helps to propagate the task-relevant properties. We

selected five-layer features from conv1 to layer4 in ResNet [70] and appended a linear

layer to extract the same dimensional features with the output of the base encoder. Each
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Table 5.5: Linear evaluation for a model trained with different methods. We report

Top-1 classification accuracy (%).

Method CIFAR-10 CIFAR-100 ImageNet-10 ImageNet-Dogs

SimCLR [28] 79.94 52.90 79.80 53.07

SimCLR [28] w/oR 82.39 54.47 82.60 53.73

SimCLR [28] w/R 82.78 54.84 84.60 53.87

Table 5.6: k-NN classification accuracy. We applied a feature contrast regularizer on

the features from conv1 to layer4 in ResNet [70]. The baseline indicates the learning

without feature contrast regularizer.

Layer name conv1 layer1 layer2 layer3 layer4 baseline proposed

Top-1 37.71 59.83 67.66 71.64 72.35 68.4 73.49

Top-5 42.95 65.63 72.45 75.53 76.58 73.77 77.41

linear layer is jointly trained with the proposed method following the first stage men-

tioned in the previous paragraph. From the experimental results, using features before

the projection head shows the best performance in the k-NN classifier. It is well known

that the convolutional neural network learns the hierarchical nature of features [223].

Based on this attribute, it can be seen that applying the feature contrast regularizer to

features, including high-level semantics, helps to learn discriminative features. From

two additional experiments, we have shown that our method helps to propagate task-

relevant information to the end of the network. Though it is challenging the direct

estimation of information [8], our method shares the same spirit as some studies that

extract task-relevant information [176, 193] for the downstream task.
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5.4.2 Behavior of Representation

Due to the difficulty of ensuring a clustering-favorable space, we indirectly proved the

degree of clustering favorability with two properties: alignment and uniformity [190].

Alignment indicates the average distance between intra-class pairs, while uniformity

represents the degree to which all samples are distributed, preserving maximal infor-

mation. We visualized two properties of the model trained with ImageNet-10, as shown

in Fig. 5.6. From the qualitative results, our method is effective for both representa-

tion learning and deep clustering. It can be seen that the representation learned by our

method is distributed widely on the unit hypersphere and is well-located in a local area

for each class. To provide more information on our results, we visualize uniformity for

all classes of CIFAR-10 in Fig. 5.7.
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Uniformity
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Figure 5.6: Alignment and uniformity analysis. We plot feature distributions with the

dimensionality reduction with t-SNE.
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5.4.3 Clustering Results

We report the example of clustering results with the cluster assignment confidence in

Fig. 5.8. We observe the two trends from the clustering results. 1) When a small object

appears on an image, the network tends to be less confident about the target cluster. 2)

When the other objects exist on an image, the network will likely assign the image to

other clusters.

5.4.4 Implicit Feature Decorrelation

Drawing the correlation matrix for feature z extracted from the projection head, we

discovered that the proposed method implicitly performs feature decorrelation, as il-

lustrated in Fig. 5.9. It is known that unexpected correlation between features may

degenerate the performance of clustering [192] and some methods [72, 101] adopt

the explicit idea of spectral clustering [225] as their learning objectives to decorrelate

their features. However, the proposed method implicitly obtains the effect of spectral

clustering by directly contrasting the feature space. This feature decorrelation helps to

build a clustering-favorable space by removing the dependency among features.

5.5 Summary

In this chapter, we present a novel deep clustering method to correct the bias arising

from the unsupervised experimental setting and propose the feature contrast regular-

izer which learns the clustering-favorable representation. We have conducted extensive

experiments on the five challenging datasets and outperformed state-of-the-art joint

deep clustering approaches. With extensive ablation studies, we analyzed the effect

of each learning objective. We implicitly demonstrated that our method generates a

more clustering-favorable representation feature extractor having more discriminative

properties by providing the results on the linear evaluation and k-NN classifier perfor-

mance.
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Chapter 6

Learning from Brain-inspired Approach

In this chapter, we explore the potential applicability of a brain-inspired algorithm

on imperfect data recognition. Though ANN-based learning has achieved successful

performance in various areas of machine learning, the underlying learning algorithm

is criticized for its biological implausibility. We experimentally demonstrate that a

brain-inspired algorithm is effective for imperfect data recognition based on previous

studies, showing noise-resistant learning under imperfect supervision.

6.1 Introduction

The human brain has an intricate and heterogeneous structure that consists of a high re-

current and nonlinear neural network [12, 48, 53]. It is commonly understood that the

learning system of the human brain operates on the synaptic plasticity mechanism [71],

wherein the modulation in synaptic weights varies according to the intrinsic or extrin-

sic stimuli [151]. Specifically, neural plasticity regulates the process of synaptic trans-

mission as a fundamental property of neurons [31, 129]. Based on this property, the

neuronal responses to sensory stimuli enable the robust recognition [42, 55, 142, 194]

and noise-resistance learning [149, 175] in human perception.

Based on the human brain architecture, artificial neural networks were suggested
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to simulate the pattern of the human decision-making process for recognition tasks.

Rumelhart et al. [159] introduced the backpropagation algorithm that adjusts the net-

work parameters to achieve reliable performance. Backpropagation iteratively updates

the network parameters relying on the error signal generated at the network’s end be-

tween the produced output and the desired output. In the last decade, with the ben-

efits of backpropagation [159], ANNs have exceeded human-level performance on

various machine learning applications such as classification, segmentation, and detec-

tion [45, 70]. However, learning ANNs with backpropagation have been criticized for

their biological implausibility, wherein its behavior conflicts with the activity of real

neurons in the human brain [3, 81]. First, the human brain operates according to neural

plasticity, which indicates the capability for modifying neural circuit connectivity or

degree of interaction [139]. Second, global error-guided learning requires the forward

weight matrices to propagate the error signal flow to the lower layer, that is weight

transport problem [61]. Multiple learning algorithms have been proposed to alleviate

the previously mentioned obstacles based on strong constraints of backpropagation

and enhance the biological properties [41, 112, 113, 197, 198]. This chapter explored

the predictive coding network [197] among the various biologically plausible learning

and its characteristics.

A predictive coding network [197] was introduced to resolve the biological limi-

tations of backpropagation depending on the hierarchically organized visual cortex of

the human brain [53, 155]. With respect to biological plausibility, a predictive coding

network concentrates on local and Hebbian plasticity by minimizing the prediction

errors between expected and actual inputs [133, 155]. The learning mechanism of the

predictive coding network is different from that of backpropagation, which updates the

network parameters using only one error derived from the last layer [159]. Predictive

coding is regarded as a local learning algorithm because its learning is performed with

local error nodes and global error nodes. A learning network with predictive coding

approximates the learning dynamics of backpropagation [197] and can also be ex-
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panded to arbitrary computational graphs [133]. Multiple works [29, 64, 196] inspired

by the property of prediction itself have been proposed, and some studies [29, 162]

demonstrated that the potential of the predictive manner related to human perception.

However, despite the remarkable accomplishment of ANN architectures and their

learning algorithms, there remains a performance gap between machine and human

intelligence in some applications. We collectively refer to these tasks as machine-

challenging tasks (MCTs); MCTs are difficult for machine intelligence while easy

for human intelligence. This study considers the representative MCTs as incremen-

tal learning, long-tailed recognition, and few-shot learning inspired by [67]. Humans

progressively and ceaselessly acquire new knowledge and preserve it by virtue of the

hippocampus [152]. The primary function of the hippocampus is that it enables long-

term memory of the spatial and sequential order from the human experience [13, 39].

This property makes the human intelligence exhibits robust and performs better than

machine intelligence [58, 120, 232]. Meanwhile, ANNs trained with backpropagation

tend to forget what they learned when it learns new information, that is catastrophic

forgetting [50, 57, 130]. As another example, machine intelligence shows unsatisfac-

tory performance under limited or imperfect training data recognition [40, 121]. When

training ANNs for classification tasks in a long-tail scenario, the classifier can be easily

biased toward the majority classes that contain the most data and show poor perfor-

mance in minority classes [85]. These phenomena result from the fundamental differ-

ences in visual processing between the brain and ANNs [210]. Inspired by Hassabis et

al. [67], we hypothesized that the closer the learning algorithm is to the human brain,

the more effective it is for the MCTs.

Similar to our assumption on the MCTs, the learning algorithms inspired by the

brain are consistently studied to reduce the performance gap between machine intel-

ligence and human intelligence based on human’s various attributes. In terms of hu-

man learning mechanisms, a spiking neural network (SNN) is considered a promising

solution to replicate the neural processing process of the brain. Yang et al. [217] pro-
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posed an SNN-based continual meta-learning framework and demonstrated that the

suggested model improves the accuracy and robustness of the continual meta-learning

tasks. Yang et al. [216] also established the ensemble framework with multiple spike-

driven few-shot online learning and confirmed the effectiveness of the brain-inspired

paradigm. On the other hand, recent studies reported that the neural network trained

biologically plausible manner embodies specific memory functions in the human mem-

ory system. Salvatori et al. [162] discovered that the network trained with predictive

coding can naturally implement the associative memory function, such as reconstruct-

ing incomplete regions. Yang et al. [215] verified that the multicompartmental spiking

neural network incorporates the working memory satisfying four essential components

of brain-inspired mechanisms. Therefore, based on previous studies, we speculated

that predictive coding has other latent properties. This study aimed to discover hidden

properties and extend the scope of predictive coding to MCTs. Contrary to the conven-

tional solutions for the MCTs, this chapter focused on the predictive coding algorithm

itself employed for the optimization of the network parameters. In incremental learn-

ing, it is confirmed that predictive coding better reveals the plasticity-stability property

and enables faster adaptation to new tasks than backpropagation. In long-tailed recog-

nition, it reduces the classification bias problem of minority classes.

The contributions of this chapter can be summarized as follows:

• The study characterized the MCTs, which are easy for human intelligence and

difficult for machine intelligence, in machine learning fields and proposed a hy-

pothesis that the brain-inspired learning algorithm improves the performance of

MCTs.

• Predictive coding, a biologically plausible learning algorithm, was adopted for

MCTs, such as incremental learning and limited data recognition. In addition,

extensive experiments were performed by reimplementing the learning with

backpropagation with predictive coding.
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Table 6.1: Classification accuracy (%) on the Moon dataset. We denoted the learning

with backpropagation as BP and learning with the predictive coding framework as PC.

σ indicates the added Gaussian noise to the data.

σ
10 labels 20 labels 30 labels

BP PC BP PC BP PC

0.1 86.60 87.26 (+0.66) 89.04 90.94 (+1.90) 94.28 94.64 (+0.36)

0.2 86.40 86.56 (+0.16) 87.68 89.84 (+2.16) 93.10 93.22 (+0.12)

0.3 84.12 86.76 (+2.64) 86.06 87.66 (+1.60) 89.32 89.60 (+0.28)

• The effect of learning algorithms close to brain learning on MCTs in terms of

neuroscience was presented. Mainly, the experimental results were analyzed

with respect to the plasticity-stability dilemma and interplay between the hip-

pocampus and prefrontal cortex.

6.2 Exploration Study

We performed the SSL training covered in Chapter 3 with predictive coding to explore

our assumptions on imperfect data recognition. We applied the predictive coding-based

SSL for the Moon dataset, a toy dataset for machine learning, such as classification

and clustering, as visualized in Fig. 6.1. We generated the 10, 000 training samples

with 0.1 Gaussian noise to construct data for the experiments. We sampled 1, 000

data for the test dataset following the same training set distribution. We designed the

multilayer perceptron with two hidden layers, each with 100 hidden neurons. We mea-

sured the performance of pseudo-labeling [105] by increasing the number of labels

data. The classification results are presented in Table 6.2. We performed experiments

on five different seeds and reported the average classification accuracy. From the ex-

perimental results, we observed that predictive coding-based learning achieves better

classification accuracy than that backpropagation. The efficiency of predictive coding
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Figure 6.1: Moon data visualization

is especially noticeable as the number of labeled data reduces from 30 to 10. These

experimental results correspond to what we have assumed, and there is potential room

to improve the performance of the other MCTs.

6.3 Incremental Learning with Predictive Coding

Based on previous studies [67, 149], our fundamental assumption is that the more

biologically plausible the learning algorithm, closely replicating the learning mecha-

nism of the brain, the more effective it will be for MCTs. Previous studies focused

on confirming that the predictive coding network itself inherits the physiological char-

acteristics of the brain. Salvatori et al. [162] recently explored that predictive coding

networks naturally implement associative memory, which plays a vital role in human

intelligence [33]. Motivated by the previous study, the current research assumed that

87



Table 6.2: Classification accuracy (%) on the Moon dataset. We denoted the learning

with backpropagation as BP and learning with the predictive coding framework as PC.

σ indicates the added Gaussian noise to the data.

σ
10 labels 20 labels 30 labels

BP PC BP PC BP PC

0.1 86.60 87.26 (+0.66) 89.04 90.94 (+1.90) 94.28 94.64 (+0.36)

0.2 86.40 86.56 (+0.16) 87.68 89.84 (+2.16) 93.10 93.22 (+0.12)

0.3 84.12 86.76 (+2.64) 86.06 87.66 (+1.60) 89.32 89.60 (+0.28)

predictive coding networks have a latent ability to consolidate the sequentially ac-

quired knowledge in the human memory system. Therefore, we propose a predictive

coding framework for incremental learning and verify the efficacy of MCTs. The task

of incremental learning can be mainly categorized into two categories [128]: class-

incremental learning and task-incremental learning. The current study focused on the

former. In class-incremental learning, the knowledge from previously seen classes is

no longer available when a network learns the knowledge of unseen classes, and the

learned network aims to achieve favorable classification accuracy for all tasks without

forgetting. Multiple tasks were sequentially learned based on the pre-defined order to

validate our assumption, and each task with its validation set finishing the training of

the given task was evaluated. The algorithms are detailed in Algorithm 1.
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Algorithm 1 Predictive Coding for Incremental Learning
Input: Dataset DT

t=1, Computational Graph G = {E ,V}, inference learning rate ηv,

weight learning rate ηθ

for all dataset for each task Dt ∈ D do ▷ For each minibatch in the sequential tasks

v̂0 ← xt ▷ Initialize the graph with inputs

for all v̂i ∈ V do ▷ Forward phase: calculate predictions

v̂i ← f(P(v̂i); θ)

end for

ϵL ← L− v̂L ▷ Compute output error

while not converged do ▷ Backward phase: backward iteration

for all (vi, ϵi) ∈ G do

ϵi ← vi − v̂i ▷ Compute prediction errors

vi ← vi + ηv
dF
dvi

▷ Update the vertex values

end for

end while

end for

for all θti ∈ E do ▷ Update weights at equilibrium

θti ← θt+1
i + ηθ

dF
dθi

end for

return θt
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Table 6.3: Details of the tasks in the disjoint-MNIST and disjoint-FMNIST bench-

marks
Task id MNIST classes FMNIST classes Training Testing

1 [0, 1, 2, 3, 4] [T-shirt/top, Trouser, Pullover, Dress, Coat] 25k 5k

2 [5, 6, 7, 8, 9] [Sandal, Shirt, Sneaker, Bag, Ankle boot] 25k 5k

6.3.1 Experimental Settings

A 3-layer predictive coding network with ReLU non-linearity, where the number of the

hidden nodes was 800 for the simple dataset such as MNIST [103] and FMNIST [205],

was employed. Similar to the study by [165], a simplified Alexnet architecture [98]

consisting of three convolutional layers was used for the complex dataset such as

CIFAR-10 [96]. The three convolutional layers comprised 64, 128, and 256 channels.

We refined the data to formulate sequential incremental tasks. The data were di-

vided into multiple portions following the previous studies [108, 173]. Then, we con-

structed four datasets: 1) disjoint-MNIST, 2) disjoint-FMNIST, 3) split-MNIST, and 4)

split-CIFAR-10. Disjoint-MNIST and disjoint-FMNIST were organized by separating

MNIST and FMNIST into two tasks. In addition, a more complex dataset, called split-

MNIST and split-CIFAR-10, was also established, where all classes were separated

into five tasks, and each task contained two categories. The details of the tasks on the

multiple datasets are described in Tables 6.3 and 6.4. Finally, we evaluated incremen-

tal learning performance. We trained a network with sequential order and measured

that the acquired knowledge was maintained after each task’s training, same as [165].

A learning rate of 0.05 was used, and the learning rate was divided by 1/3 to per-

form incremental learning if there was no advancement in the validation loss for five

consecutive epochs. In predictive coding, the weight learning rate was set as 0.1 while

keeping the other hyperparameters. The minimum learning rate was set as 1e−4 and

batch size as 64. All experiments were conducted using data split according to five dif-

ferent seeds. We provide the code to reproduce the results in the manuscript at https:
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Table 6.4: Details of the tasks in the split-CIFAR-10 benchmark

Task id CIFAR-10 classes Category Training Testing

1 [airplane, car] vehicle 10k 2k

2 [bird, cat] animal 10k 2k

3 [deer, dog] animal 10k 2k

4 [frog, horse] animal 10k 2k

5 [ship, truck] vehicle 10k 2k

//github.com/jangho2001us/PredictiveCoding_IncrementalLearning.

6.3.2 Experiments on Incremental Learning

Incremental learning was performed on disjoint-MNIST and disjoint-FMNIST using

the predictive coding framework to validate our hypothesis. To implement the incre-

mental learning task in a predictive coding manner, we integrated the code of [165]

and [158] by replacing the network learning from the backpropagation with the pre-

dictive coding networks. The performance of each task was evaluated after complet-

ing the learning of each task in Tables 6.5 and 6.6. The performance in all tasks

learned was evaluated using the best model of the last task. In this case, the best

model refers to the model with the highest performance in the given task. Moreover,

the other backpropagation-based incremental approaches containing SGD [57], SGD-

F [57], EWC [94], IMM [108], LFL [87], and LWF [111] were evaluated to observe

whether the predictive coding framework itself is effectual for preventing catastrophic

forgetting. For all datasets, the average performance of the network trained with SGD

based on the predictive coding manner outperformed the performance of the network

trained with SGD based on backpropagation. Furthermore, learning with predictive

coding exceeds strong competitor EWC [94] on disjoint-MNIST and split-MNIST.

To make the challenging experimental settings, we combined two classes into one

task and created five tasks using MNIST and CIFAR-10, similar to the study by [173].
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Table 6.5: Comparison of incremental learning performance (%) on disjoint-MNIST.

We denoted the learning with backpropagation as BP and learning with the predictive

coding framework as PC. We used the five random seeds in the experiments and re-

ported the average performance between task 1 and task 2.

Algorithm Method Task1 Task2 Average

BP

SGD [57] 88.19 98.99 93.59

SGD-F [57] 99.61 84.56 92.09

EWC [94] 92.29 98.99 95.64

IMM-MEAN [108] 98.22 97.10 97.66

IMM-MODE [108] 85.51 98.47 91.99

LFL [87] 93.20 65.78 79.49

LWF [111] 99.43 98.84 99.13

PC SGD [57] 92.80 98.91 95.85

Incremental learning performance of backpropagation and predictive coding on split-

MNIST and split-CIFAR-10 is shown in Tables 6.7 and 6.8. The performance of in-

cremental learning based on predictive coding was also compared with that of con-

ventional approaches [57, 87, 94, 108, 111]. To observe its ability to retain previously

obtained knowledge, we visualized the average accuracy of trained tasks in Fig. 6.2.

Fig. 6.2 and Table 6.7 are the experimental results from the same protocol (split-

MNIST). After finishing every epoch, we evaluated the performance of all the tasks

and drew Fig. 6.2. While Table 5 shows the results of the average evaluation five times

using the best model derived from each task. It was confirmed that catastrophic for-

getting occurred in both learning algorithms, but the degree of forgetting was certainly

more severe in the experimental results of backpropagation. Learning with predictive

coding showed stable performance even when the learning task changed, in contrast

to the pattern of backpropagation. In the backpropagation experiment, when the net-

work acquired the knowledge of task 3, the knowledge of task 2 was forgotten. Further,
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Table 6.6: Comparison of incremental learning performance (%) on disjoint-FMNIST.

We denoted the learning with backpropagation as BP and learning with the predictive

coding framework as PC. We used the five random seeds in the experiments and re-

ported the average performance between task 1 and task 2.

Algorithm Method Task1 Task2 Average

BP

SGD [57] 67.37 97.47 82.42

SGD-F [57] 91.87 82.06 86.96

EWC [94] 88.79 96.66 92.72

IMM-MEAN [108] 85.70 95.46 87.78

IMM-MODE [108] 64.15 96.33 80.24

LFL [87] 79.00 83.01 81.00

LWF [111] 91.24 97.35 94.30

PC SGD [57] 75.68 97.11 86.40

when the network learned knowledge of task 5, it was confirmed that the discrimina-

tive information of tasks 1 and 2 was removed from the memories. These experimental

results confirm that a biologically plausible learning algorithm reduces catastrophic

forgetting in incremental learning and enhances the performance of incremental learn-

ing as one of MCTs.

We carried out additional experiments to demonstrate the advantages of learning

with the brain-inspired algorithm. We implemented the predictive coding version of

EWC [94], IMM-MEAN [108], and IMM-MODE [108] algorithms and evaluated their

performance on disjoint-MNIST. In the EWC algorithm, learning with predictive cod-

ing improves the average performance from 95.64% to 97.52%. In addition, learning

with predictive coding enhances the average performance 0.21% and 5.42% in IMM-

MEAN and IMM-MODE, respectively.
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Table 6.7: Comparison of incremental learning performance (%) on split-MNIST. We

denoted the learning with backpropagation as BP and learning with the predictive cod-

ing framework as PC. We used the five random seeds in the experiments and reported

the average performance from task 1 to task 5.

Algorithm Method Task1 Task2 Task3 Task4 Task5 Average

BP

SGD [57] 98.52 74.06 93.74 96.43 99.61 92.47

SGD-F [57] 99.95 90.52 95.43 98.06 87.38 94.27

EWC [94] 99.41 75.24 94.21 96.34 99.60 92.96

IMM-MEAN [108] 99.94 98.67 94.38 96.55 88.33 95.57

IMM-MODE [108] 99.88 74.20 95.27 97.47 99.42 93.25

LFL [87] 94.34 52.62 54.34 70.63 89.36 72.26

LWF [111] 99.95 99.10 99.77 99.83 99.76 99.68

PC SGD [57] 99.89 97.09 99.28 99.39 98.37 98.80

6.4 Limited Data Recognition with Predictive Coding

The potential of predictive coding networks for limited data recognition was then in-

vestigated. Specifically, the efficacy of predictive coding networks in long-tailed recog-

nition and few-shot recognition type of MCTs was analyzed. First, real-world datasets

are often highly imbalanced following long-tail distribution in which data category

accounts for a significant portion of the overall data [85, 122]. Owing to the skewed

class distribution of the dataset, the network trained with a class-imbalanced dataset

may show a classification bias problem in which the samples of tail classes are pre-

dicted as head classes [20]. In addition, managing few-shot samples in an open-world

setting is crucial because it is similar to the situation in which the human recognition

system can be encountered. Second, to achieve more human-like recognition perfor-

mance, effectively managing few-shot examples in an open-world setting is crucial.

Two experimental scenarios are significant because it is realistic situations that human
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Table 6.8: Comparison of incremental learning performance (%) on split-CIFAR-10.

We denoted the learning with backpropagation as BP and learning with the predictive

coding framework as PC. We used the five random seeds in the experiments and re-

ported the average performance from task 1 to task 5.

Algorithm Method Task1 Task2 Task3 Task4 Task5 Average

BP

SGD [57] 72.17 66.08 71.44 84.17 93.71 77.51

SGD-F [57] 95.72 67.96 60.03 69.97 77.38 74.15

EWC [94] 72.76 64.90 67.53 73.99 72.15 70.26

IMM-MEAN [108] 89.71 78.35 78.51 74.73 78.91 80.04

IMM-MODE [108] 76.14 67.07 73.63 84.79 93.87 79.10

LFL [87] 71.50 59.30 71.71 84.47 84.85 74.37

LWF [111] 76.95 70.58 78.46 94.34 93.99 82.86

PC SGD [57] 70.42 74.27 80.70 87.21 90.96 80.71

recognition can encounter.

The cortical neuron in the human brain can learn with only a few repetitions owing

to the local synaptic plasticity [219], and it is widely known that such plasticity con-

tributes to the interactions between limited data [203]. It has been demonstrated that

the changes in synaptic connections assist in learning new information and long-term

memory formation [213]. Given the characteristics of synaptic plasticity, experiments

with a predictive coding framework were performed on the class-imbalanced data, and

the biologically plausible learning algorithm that helped limited data recognition was

identified.

6.4.1 Experimental Settings

The same architecture used in the previous section consisting of three-layer MLP was

used in long-tailed recognition. The number of hidden neurons was set as 800 with

ReLU non-linearity and dropout. We used MNIST [103] for our experiment and syn-
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(a) (b)

(d)(c)

Figure 6.2: Qualitative and quantitative performance comparison on two learning

schemes for (A-B) backpropagation and (C-D) predictive coding on split-MNIST. In

(A) and (C), the solid line indicates the average accuracy for each task and the transpar-

ent region represents the standard deviation on five random seeds. The vertical dashed

line refers to the point at which the task to be learned changes. In (B) and (D), each

value indicates the performance of each task measured by the final model.

thesized the long-tailed data with an imbalance ratio γ. The imbalance ratio was de-

fined as the proportion of the samples of the highest number of classes to the low-

est number of classes as Nmax
Nmin

. Although it differed depending on the imbalance ra-

tio, in general, Nmax and Nmin usually followed the relationship, Nmax ≫ Nmin.

Exponential distribution and the number of samples Nl in l-th class was defined as

Nl = Nmax · γ−
l−1
L−1 . The four types of imbalanced data distribution were then syn-

thesized as previously described [90]. To train a network, we set a batch size of 128

and optimized a model until 100 epochs. When backpropagation was used for learn-

ing, the learning rate was increased from 0.0001 to 0.5 by growing five times, and the

best performance results among them were determined. When predictive coding was
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used for the optimization, a learning rate of 0.002 with a weight decay of 2e−4 was

used. Additionally, the weight learning rate η was set as 0.1 and the number of iter-

ations as 20 as hyperparameters for predictive coding networks. All the experiments

with predictive coding were performed under the fixed prediction assumption. We pro-

vide the code to reproduce the results in the manuscript at https://github.com/

jangho2001us/PredictiveCoding_LongTailedRecognition.

In few-shot recognition, the same experimental settings with those of [171], which

comprised four convolutional blocks with Batch normalization, ReLU, and MaxPool

were used. Experiments on few-shot recognition were conducted with Omniglot [100]

dataset containing 1623 categories of handwritten characters. The performance of

few-shot recognition is commonly measured by N -way k-shot classification, where

N implies the number of given classes and k indicates the number of samples in

each category. The current study extended the experimental protocol of the original

paper to 30-way k-shot experiment settings because those evaluation protocols are

more difficult because the number of classes for the candidate group increases. The

learning rate was set to 1e−3 and then reduced by 1/10 every 20 epoch to train a

network. The same learning rate, weight decay, weight learning rate, and iterations

were used for learning networks with a predictive coding framework. For more in-

formation, please refer to the original paper [171]. We provide the code to repro-

duce the results in the manuscript at https://github.com/jangho2001us/

PredictiveCoding_FewShotRecognition.

6.4.2 Experiments on Long-tailed Recognition

In Table 6.9, we compared the long-tailed recognition performance with Cross-Entropy

(CE) loss, Mixup approach [226], Focal loss [116], Class-Balanced Focal (CB Focal)

loss [36], Label-Distribution-Aware-Margin (LDAM) loss [20], and Balanced Meta-

Softmax (BALMS) loss [156]. The experimental results showed the benefit of learning

with predictive coding networks. First, the long-tailed recognition performance was
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higher by 4.45% in learning the network with a predictive coding framework than in

learning with CE loss under severe class imbalance of data distribution. Similar results

in the following experiments were observed when the network was trained with other

learning objectives such as Focal [116] and BALMS [156]. In this experiment, the

performance improvement is evaluated using the predictive coding framework rather

than comparing performance between different learning objectives. The results shown

in Table 6.9 indicate that the learning algorithm close to the human brain brings a

positive effect on MCTs, confirming our assumption.

6.4.3 Experiments on Few-shot Recognition

The few-shot recognition performance trained with backpropagation and predictive

coding framework is shown in Table 6.10. Learning with predictive coding enabled

robust recognition under the various few-shot experimental protocols. Additionally,

predictive coding networks showed their potential ability under challenging inference

settings such as 20-way 1-shot and 30-way 1-shot rather than 20-way 5-shots and 30-

way 5-shots. The experimental results confirmed our assumptions and supported that

the brain-like learning algorithm was effective for MCTs.

6.5 Discussion

6.5.1 Analysis of Plasticity-stability Aspects

The plasticity-stability dilemma is a well-known problem widely studied in biology [129].

This phenomenon is related to the power of consolidating new information without

forgetting previously acquired information [132]. Further, it is an essential issue in

incremental learning with ANNs [114]. The human brain is well-controlled to learn

new information and to prevent the learned information from being overridden by the

new information [178]. However, ANNs naturally induce catastrophic forgetting and

expose the trade-off between plasticity and stability [94].
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(a) (b)

Figure 6.3: Comparison of learning with (A) backpropagation and (B) predictive cod-

ing on split-MNIST in two learning schemes. To adjust network stability, the learning

rate of backpropagation and the weight learning rate of predictive coding are varied.

To confirm that predictive coding achieves a better plasticity-stability trade-off

than backpropagation, we experimented with split-MNIST by controlling the stabil-

ity of two learning mechanisms. Adjusting the learning rate is not directly related to

stability, but it was used because it was considered a factor that could adjust stability

in our experiments. In Fig. 6.3, we report the experimental results and compare the

learning schemes by adjusting the learning rate of backpropagation and the weight

learning rate of predictive coding. In backpropagation experiments, the learning is re-

duced from 0.01 to 0.0001 to decrease forgetting of acquired knowledge. When the

learning rate was 0.0001, the network forgot less information to perform task 2. How-

ever, it still showed limited performance in tasks 1 and 2. Thus, maintaining stability

by reducing the learning rate may not be acceptable because it deteriorates the overall

performance. Meanwhile, performance was consistently high for each task in predic-

tive coding experiments. These results implied predictive coding had better plasticity

properties than backpropagation while maintaining stability.
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6.5.2 Interplay of Hippocampus and Prefrontal Cortex

The hippocampus plays an essential role in episodic memory at the top of the cortical

processing hierarchy [48]. In incremental learning, the ability to regulate learned in-

formation and retrieve context-appropriate memories is essential. We can understand

the effectiveness of predictive coding in incremental learning as the interaction be-

tween the hippocampus and the prefrontal cortex in the human brain [7, 46]. It is well

known that the hippocampus can quickly encode new information, stabilize memory

traces, and organize memory networks [152]. In addition, this mechanism has been

physiologically proven through functional magnetic resonance imaging studies [74].

We have shown that the learning process of predictive coding networks is anal-

ogous to the interaction between the hippocampus and the prefrontal cortex in the

human brain [46]. As described in Algorithm 1, the learning process based on predic-

tive coding networks can be divided into two phases: forward and backward pass. In

the forward phase, the predictive coding network computes its predictions for every

layer. In the backward phase, the predictive coding network minimizes the free-energy

summation as a learning objective. The two-phase learning of predictive coding net-

works corresponds to acquiring and consolidating information in the hippocampus

and prefrontal cortex. The predictive coding framework promotes the two processes

and enables accurate inference when data containing information corresponding to the

previously learned task are received.

6.5.3 Rationale for Selecting Predictive Coding

The reason why we selected predictive coding as a brain-inspired algorithm is as fol-

lows. Predictive coding is potentially more biologically plausible because local learn-

ing rules perform parameter updates. This property is distinct from the update of back-

propagation executed from the global error signal. It will be ideal if the parameter

update is performed asynchronously in a different layer, such as the neural plasticity

of the human brain. However, the parameter update of predictive coding occurs under

100



the fixed prediction assumption [133]. The fixed prediction assumption implies that the

parameters are updated based on the fixed predictions of the forward phase. Whitting-

ton et al. [197] demonstrated that a predictive coding network with a fixed prediction

assumption performs the same parameter updates as backpropagation. Another limita-

tion of predictive coding is the degree of convergence of variational free energy used

as a learning objective. The convergence of the backward phase is achieved by setting

a specific number of iterations [158]. In general, predictive coding requires n times

computational cost than that of backpropagation. We set the number of iterations for

all examples as 20. It means that the training will be 20 times slower than the back-

propagation training. Depending on the number of backward iterations, learning with

predictive coding may converge or diverge. Millidge et al. [133] performed 100 itera-

tions, but we successfully trained the networks with 20 iterations. Although these two

issues introduced earlier remain open questions, we conducted our experiments using

predictive coding because we thought its advantages outweighed its disadvantages.

6.6 Summary

This study empirically demonstrated the potential effectiveness of predictive coding

in MCTs. However, despite this, the predictive coding algorithm still has some limi-

tations. First, predictive coding requires a longer training time than backpropagation

because it executes backward iteration until the error nodes and activation nodes con-

verge. Although we expanded our experiments for large networks such as VGGNet

and ResNet [70, 99], we could not perform the experiments on MCTs because of the

excessive training time. Second, to conduct learning with predictive coding, the net-

work should be an architecture composed of sequential layers. For example, if shortcut

connections exist, it is challenging to implement them into a predictive coding layer.

In this case, we set the block unit, which is the boundary of the shortcut, as the predic-

tive coding layer. If predictive coding combines learning speed and scalability, there
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will be infinite opportunities for development as a learning algorithm that can replace

backpropagation.

In summary, we extensively analyze the benefits of learning ANNs with predic-

tive coding frameworks for MCTs. MCTs can be described as tasks that are easy for

human intelligence while difficult for machine intelligence. Based on our hypothesis,

we empirically demonstrate that brain-inspired predictive coding has advantages in

incremental learning on MNIST and CIFAR, long-tailed recognition on MNIST, and

few-shot recognition on Omniglot. In neuroscience, especially the intrinsic properties

of the human brain, we discuss why training ANNs with a predictive coding frame-

work improves the performance of MCTs. The study concludes that predictive coding

learning is similar to the plasticity-stability property of the human brain and mainly

mimics the interaction between the hippocampus and prefrontal cortex. Finally, it is

an interesting avenue for future work to reduce the training time under the fixed pre-

diction assumption and relax the constraint of predictive coding while maintaining the

performance.
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Table 6.9: Comparison of classification performance (%) on MNIST under four differ-

ent imbalance distributions. Experiments are performed with five random seeds, and

the average performance is reported. Relative variance is provided in the bracket. In-

crements are presented as red and decrements as blue.

Imbalance Ratio (γ)

Algorithm Objective Function 200 100 50 10

BP

CE 68.78 78.06 89.63 97.17

Mixup [226] 67.60 76.69 86.97 96.15

Focal [116] 70.92 79.42 90.89 97.31

CB Focal [36] 69.93 79.72 91.26 97.09

LDAM [20] 65.17 75.58 84.91 97.14

BALMS [156] 72.25 81.34 92.50 97.23

PC

CE
73.23

(+4.45)

79.26

(+1.20)

90.10

(+0.47)

97.37

(+0.20)

Mixup [226]
67.77

(+0.17)

77.60

(+0.91)

88.26

(+1.29)

96.27

(+0.12)

Focal [116]
71.99

(+1.07)

79.57

(+0.15)

91.18

(+0.29)

97.03

(-0.28)

CB Focal [36]
70.19

(+0.26)

80.28

(+0.56)

91.40

(+0.14)

97.24

(+0.14)

LDAM [20]
65.54

(+0.37)

76.05

(+0.47)

85.08

(+0.17)

97.20

(+0.06)

BALMS [156]
74.22

(+1.97)

82.28

(+0.94)

93.50

(+1.00)

97.45

(+0.22)
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Table 6.10: Experimental results on the low-shot recognition on the Omniglot dataset.

Five random seeds are used in the experiment, and the average performance is reported.

Relative variance is shown in the bracket. Increments are presented as red.

Algorithm Method
5-way Acc. 10-way Acc. 20-way Acc. 30-way Acc.

1-shot 5-shot 1-shot 5-shot 1-shot 5-shot 1-shot 5-shot

BP
ProtoNet

[171]
98.41 99.56 96.87 99.18 94.64 98.54 92.97 97.98

PC
ProtoNet

[171]

98.46

(+0.05)

99.59

(+0.03)

96.98

(+0.11)

99.19

(+0.01)

94.88

(+0.24)

98.59

(+0.05)

93.14

(+0.17)

98.05

(+0.07)
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Chapter 7

Conclusion

Modern deep learning relies substantially on high-quality labeled data, computing

hardware, and an effective learning algorithm to be successful in sophisticated ap-

plications. In this dissertation, we consider high-quality labeled data and learning al-

gorithms necessary for deep learning to produce human-level artificial intelligence. In

reality, constructing high-quality labeled data demands time and cost-inefficient op-

erations, which is also a research direction that explores effective learning methods

using imperfect data. Although the ANN was introduced to simulate human brain be-

havior, there is a problem that the widely used learning algorithm [159] itself does not

match that of a human brain in terms of physiology and anatomy. These properties

contrast with the perception of humans, showing noise-resistant and excellent general-

ization performance under imperfect training data. In this chapter, we summarize our

contributions in terms of data to effectively handle several imperfect data conditions

and the algorithm to simulate imperfect data recognition with a human-like learning

mechanism.
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7.1 Dissertation Summary

In Chapter 3, we introduced a novel but simple method for solving class-imbalanced

semi-supervised learning. We analyzed the behavior of the state-of-the-art SSL algo-

rithm under a class-imbalanced scenario and confirmed that there exists a classification

bias toward the majority classes. Motivated by the observation of a state-of-the-art SSL

algorithm, we proposed the recycling loss to engage abandoned samples in a learning

procedure with two masks. We generated a confidence mask to filter out samples pro-

ducing high softmax prediction and created a semantic mask to detect samples with

low consistency on different views. Our experiments demonstrated that the ensem-

ble of the two proposed masks improves the state-of-the-art SSL algorithm on var-

ious long-tailed datasets under a class-imbalanced scenario. Our method especially

achieved competitive performance on modern class-imbalanced approaches that ex-

plicitly re-balance the classifier based on the imbalance distribution of labeled data.

We also presented a qualitative analysis and ablation study to prove the efficacy of

each mask.

In Chapter 4, we proposed two modules, TREM and TRAM, for addressing audio-

visual semantic inconsistency in unconstrained videos. TREM was designed to extract

high-quality temporal representation by broadening the temporal field of view on mul-

timodal features. Thereafter, TRAM was proposed for exploring the global scope se-

mantic relation with cross-modal self-attention on the cross-modal features. By jointly

training two modules, state-of-the-art AVE localization performance was achieved in

supervised and weakly supervised experimental settings on the AVE dataset. More-

over, we conducted extensive ablation studies to verify that the proposed method re-

solved temporal inconsistency in unconstrained videos and improved temporal seman-

tic alignment both quantitatively and qualitatively.

In Chapter 5, we presented a novel deep clustering method to correct the bias

arising from the unsupervised experimental setting. We proposed the feature contrast

regularizer which learns the clustering-favorable representation. We have conducted
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extensive experiments on the five challenging datasets and outperformed state-of-the-

art joint deep clustering approaches. With extensive ablation studies, we analyzed the

effect of each learning objective. We implicitly demonstrated that our method gener-

ates a more clustering-favorable representation feature extractor having more discrim-

inative properties by providing the results on the linear evaluation and k-NN classifier

performance.

In Chapter 6, we extensively analyzed the benefits of learning ANNs with predic-

tive coding frameworks for MCTs. MCTs can be described as tasks that are easy for

human intelligence while difficult for machine intelligence. Based on our hypothesis,

we empirically demonstrated that brain-inspired predictive coding has advantages in

incremental learning on MNIST and CIFAR, long-tailed recognition on MNIST, and

few-shot recognition on Omniglot. In neuroscience, especially the intrinsic properties

of the human brain, we discussed why training ANNs with a predictive coding frame-

work improves the performance of MCTs. The study concluded that predictive coding

learning is similar to the plasticity-stability property of the human brain and mainly

mimics the interaction between the hippocampus and prefrontal cortex.

7.2 Suggestion for Future Research

7.2.1 Overcoming Limitations of Predictive Coding

In Chapter 6, we presented empirical evidence proving the potential benefits of pre-

dictive coding in MCTs. However, despite these advantages, the predictive coding al-

gorithm still has some limitations. First, predictive coding requires a longer training

time than backpropagation because it executes backward iteration until the error nodes

and activation nodes converge. Although we expanded our experiments for large net-

works such as VGGNet and ResNet [70, 99], we could not perform the experiments on

MCTs because of the excessive training time. To effectively improve this, paralleliza-

tion of predictive coding learning is essential. In backpropagation, decoupled parallel
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backpropagation algorithm [79] guaranteed the convergence of parallelized backprop-

agation and significantly reduced the training time. However, in predictive coding, the

study focused on attaining competitive performance with backpropagation. A recent

study called incremental predictive coding [163] is the first approach to improve the

learning speed of predicated coding. If predictive coding combines learning speed and

scalability, there will be infinite opportunities for development as a learning algorithm

that can replace backpropagation. The second limitation is the fixed prediction as-

sumption, which is a strong constraint for successful learning. The experiments in our

dissertation are all based on this assumption. According to Rosenbaum et al. [158], it

was proved that backpropagation learning could not be completely approximated in the

absence of fixed prediction assumption. Therefore, it is crucial to simulate the learning

aspect of backpropagation by alleviating the fixed prediction assumption. Finally, for

predictive coding-based learning, the network’s architecture should consist of consec-

utive layers. For instance, replacing a shortcut connection in ResNet with a predictive

coding layer is difficult. In this case, a new local learning rule should be proposed to

transform this structure into the predictive coding layer. It is an interesting avenue for

future work to reduce the training time under the fixed prediction assumption and relax

the constraint of predictive coding while maintaining the performance.

7.2.2 Exploration of the Human Memory Properties

As a future work, it would be interesting to explore the properties of the visual and

human memory systems related to predictive coding. First, regarding the visual sys-

tem, Rao and Ballad [155] demonstrated that predictive coding brings extra-classical

receptive-field effects, and this discovery expanded to the temporal properties of the

human visual system. Second, exploration between predictive coding and the human

memory system. Recently, some studies [162, 221] demonstrated that the model trained

with predictive coding naturally implements associative memory in the brain. The

authors experimented the associative properties such as image retrieval and recov-
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ery experiments. Inspired by this study, we speculated that learning with predictive

coding can potentially implement other memory functions in the human brain. The

memory function we are paying attention to is long-term memory. Humans have an

exceptional capacity for long-term memory storage and recall. At this time, a person

expands short-term memory to long-term memory by introducing rehearsal [34]. By

introducing a human-performed rehearsal process into predictive coding to verify the

long-term memory function, we can make the basis for our assumptions more reliable.
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초록

딥러닝을 통한 인공신경망 학습은 지난 10년간 눈부신 발전을 이루어 왔으며,

이는 크게 대용량 데이터, 컴퓨팅 하드웨어, 및 학습 알고리즘에 의해 이루어졌다.

데이터에 정확한 라벨이 할당된 양질의 대용량 데이터는 사람의 역량을 뛰어넘는

인공신경망모델학습을가능하게했다.하지만현실세계에서수집된데이터는데

이터의 일부 또는 전체에 라벨이 존재하지 않거나, 라벨이 존재하더라도 대략적인

라벨이주어지는등불완전한데이터상황이빈번하게발생한다.또한딥러닝의성

공을가져온요소는오류역전파알고리즘을통한효과적인학습이다.오류역전파를

통해 뇌가 수행하는 인식 활동 자체를 잘 모사할 수 있으나, 학습 알고리즘 측면에

서 이는 생물학적으로 타당하지 못한 한계점을 갖는다. 본 학위논문에서는 다양한

불완전한 데이터 조건에서 효과적인 인식 접근 방법을 제안하고, 생물학적으로 타

당한 학습 알고리즘이 불완전한 데이터 학습에 어떤 영향을 미치는지에 대한 연구

결과물을포함한다.

첫번째연구는데이터일부의라벨만존재하는준지도학습의인식문제에대한

접근이다.현실세계에서수집된데이터는클래스별데이터분포가고르지않을수

있으며,수집된데이터의라벨이존재하지않는속성을갖는다.이문제를해결하고

자우리는준지도학습방법에기반한클래스불균형문제를해결하기위한방법론을

제안한다. 준지도학습 상황의 클래스 불균형 문제는 상대적으로 수가 많은 클래스

로의 편향을 발생시키는 경향을 보인다. 우리는 기존의 준지도학습 알고리즘이 이

러한 경향을 발생시킴을 관찰하고, 불균형한 클래스 분포를 상대적으로 완화할 수

있는 마스킹 전략기반 목적함수를 도입한다. 이를 기존의 준지도학습 알고리즘의

목적함수와함께학습함으로써클래스불균형문제를암시적으로해결하였다.
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두 번째 연구는 데이터에 대략적인 라벨이 존재하는 약지도학습의 인식 문제

에대한접근이다.사람의인식은다양한감각기관의정보를종합하여이루어지며,

이는 기계학습에서 멀티모달 인식 문제로 통용된다. 우리는 시각 및 청각 정보가

결합한비디오의이벤트식별문제에서초단위의정확한라벨대신비디오단위의

약한라벨이주어진상황의인식문제를해결하기위한방법론을제안한다.전문적

으로 촬영되지 않은 비디오는 시각 정보와 청각 정보 사이의 시맨틱이 불일치하는

문제를 가지며 이는 특히 이벤트가 전환되는 경계에서 빈번하게 일어난다. 우리는

특징 공간상에서 오디오 및 비디오 모달리티 각각의 시간적 속성 정보를 강화하는

방법과서로다른모달리티사이의시맨틱정보를일치하는방법론을제안한다.이

는두모달리티정보를효율적으로융합하여비디오이벤트식별문제를효과적으로

해결한다.

세번째연구는데이터에라벨이존재하지않는비지도학습의인식문제에대한

접근이다. 우리는 대표적인 비지도학습 문제인 딥 클러스터링을 대조학습을 활용

하여 해결한다. 일반적으로 대조학습을 위해서는 동일한 데이터 인스턴스에 대해

서로다른데이터증강을통해두개의새로운데이터를생성한다.이때동일한인

스턴스에서 만들어진 데이터들 사이의 거리를 가깝게하고, 서로 다른 인스턴스들

에서만들어진데이터들사이의거리를멀게학습한다.이러한학습은라벨없이도

학습된 특징들의 차별성을 강화하는 속성을 갖는다. 앞선 상황에서 대조학습 기반

학습에서는 클래스 충돌 문제가 반드시 발생한다. 이는 동일한 클래스이지만 대조

학습의 목적함수에 의해 서로 다른 클래스로 인식되어 거리가 멀게 학습되는 문제

이다.우리는이러한현생을억제하기위한목적함수를도입하고,모델의중간에서

생성되는특징또한함께대조학습에사용하는방법을제안함으로써딥클러스터링

성능을효과적으로개선하였다.

마지막방법은사람의뇌에기반한학습알고리즘을통한접근이다.현재의딥러

닝의 성공을 가져온 오류역전파에 의한 학습은 정작 뇌를 제대로 모사하지 못하는

한계점을갖고있다.우리는생물학적으로더타당한학습알고리즘이라면,사람이

잘 수행하는 문제들의 성능을 개선할 수 있다는 가정에 기반한다. 우리는 이러한

가정 하에 생물학적으로 타당한 학습 알고리즘을 연속학습, 불균형 데이터 및 적
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의 수의 학습에 적용하고, 기존의 오류역전파를 통한 학습과의 비교를 수행한다.

우리는 위의 결과를 사람의 뇌가 갖고 있는 신경가소성에 기반한 분석과, 해마와

전두엽의상호작용관점에서해석하며생물학적으로타당한학습의잠재력에대한

탐구를수행한다.

본 학위논문을 통해 불완전한 데이터 환경의 인식 문제를 해결하는 방법론을

제시하고, 뇌 모사 학습을 통한 인식 문제 성능 개선에 대해 탐색하였다. 불완전한

데이터인식문제는현실세계에서접하기쉬운문제중하나이며,이를효과적으로

해결하는것은데이터생성의시간,비용효율적인측면에서중요하다.또한사람의

뇌에서수행되는학습과유사한학습을수행하는것은궁극적인인공지능에도달하

기위한방법으로써많은가능성을품고있다.

주요어:딥러닝,기계학습,불완전데이터,제한된데이터인식,뇌모사학습

학번: 2016-20954
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