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Abstract

Although there have been studies on Korean tokenizers intensively, there
are not many studies that have reflected the grammatical characteristics of
Korean, which is classified as an agglutinative language. In Korean, unlike
inflectional languages such as English, where each word segment is a single
word, a word segment is not a single word, but a combination of several
words or a word and its corresponding grammatical elements. Therefore, it is
unreasonable to use tokenizers developed based on English for Korean NLP
(Natural Language Processing).

By comparing and analyzing 7 tokenizers (Mecab-ko, BPE, WordPiece,
Unigram) that are currently mainly used in Korean NLP, we raise the ne-
cessity for a new Korean tokenizer that reflects Korean grammatical charac-
teristics. And we summarize the Korean grammar characteristics that a new
tokenizer should reflect.

Key words: Tokenization, Word Segmentation
Student Number: 2021-20066
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Chapter 1

Introduction

Tokenization is a natural language preprocessing task that separates raw text
into semantic units to make computers better understand natural language.
Tokenization is being studied in various ways, but most studies focus on
English. Thus, applying it directly to languages such as Korean, Japanese,
and Turkish with a different morphological structure from English is difficult.

Korean English

J=ujd HAog Ma{=E5 ¥t} | He eats salad for lunch every day.

= oA Hdo oz= HWrt. He ate pizza last night.

Table 1.1: Inflected language v.s. agglutinative language

English is morphologically an inflected language, in which the form or
ending of a word changes according to its grammatical characteristics in sen-
tences. Unlike English, Korean is morphologically an agglutinative language,
in which words are formed by combining smaller morphemes with different
meanings or functions. It is possible to generate hundreds of different forms
from a given root word.

For example, as shown in different meanings of a word in Ko-
rean are expressed by adding the present (‘-+=T}’) and past tense endings
(-t} after ‘&’ that is a root and means to eat. On the other hand, in
English, the word ’eat’ changes to ’eats’ when it is a singular verb and to
‘ate” when it is a past tense verb.

In the case of English, the unit of white space is one word, but in the
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case of Korean, a tokenization technique is additionally required because a
unit of white space is formed by combining suffixes or endings to stems. As
the example in [Table 1.1] in the case of *734] © & (for lunch)’, in English, *for
lunch’ can be tokenized to 'for’ and ’lunch’ as a white space. On the other
hand, in the case of Korean, it is necessary to separate even a single word
‘A0 2 into "AAl and 'O 2.

1.1 Purpose of Research

Recently, subword tokenizers that are easy to learn, such as BPE or Unigram,
and can be used regardless of a language type, are often used when train-
ing Korean models. However, there are few studies on why such tokenizers
should be used and whether better performance is guaranteed compared to
existing morphological unit tokenization. So, we will analyze how each tok-
enizer affects the Korean language model by pretraining the GPT-2 model
for each tokenizer, which tokenizer is suitable for each task (MRC, sentiment
analysis, sentence similarity).

Subword tokenizer has the advantage of being able to adjust the vocab
size but has a limit that the result of tokenizing depends on the training data.
The morpheme tokenizer reflects the grammatical characteristics of Korean
language well, but it cannot be used to encode the tokenization result as
it is because the number of morphemes is too large. For example, Mecab-
ko provides more than 2 million morphemes (containing 650,000 morphemes
consisting only of Korean), so it is not suitable to use all of them for a lan-
guage model. Finally, we will define what is needed to create a new tokenizer
that compensates for the shortcomings of these two tokenizers.
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Background and Related Work

2.1 Tokenizer

2.1.1 BPE

Byte-Pair Encoding is a data compression algorithm, in NLP, it was first
used as a tokenizer in Machine Translation[§]. The vocabulary list is created
by finding a pair of consecutively most frequent characters and merging them
into a single symbol. ‘Since the vocabulary list is created based on frequency,
it does not reflect the characteristics of the language, and it can be applied
to any language.

2.1.2 Unigram

In the case of Unigram, a probability-based language model is trained for
tokenizers. By calculating the likelihood loss that occurs when each subword
is removed from the corpus, the subwords that have the least influence are
removed.

2.1.3 WordPiece

Wordpiece model is a subword tokenizer proposed in [I]. BPE merges based
on frequency, whereas wordpiece model creates vocabulary by merging pairs
by maximizing the likelihood of the language model.



CHAPTER 2. BACKGROUND AND RELATED WORK

Sentence : 7252 Faodo|y YNt AH F}.”

Vocabulary Size : 32000

Mecab R A = A  KRRC] ERRET AN~ /A R4 S =1 =< =
Unigram QE R Fay o|al, A, Ty, A &P, Y

BPE REL FQA ol Y AT CEL )

WordPiece 'QEL TF QY HH#O|I IR TP, AT Ly, )

Mecab + BPE R R = A KRRIC] RN AN~ A\ R4 S 11 =~ = SR
Mecab + Unigram | ’QE’, 7, '’ "FQ L’ o) "3, "R 7P AT 0 up, 7))

Table 2.1: Tokenizer H &%} tokenizing 9| A|

2.1.4 Mecab

It is a tokenizer[2] released as an open source in Japan and provides not only
tokenizing but also pos(part-of-speech) tagging. Unlike the previous subword
tokenizers, it tokenizes sentences in morpheme units. The tokenizer is trained
using a conditional random fields (CRFs) model. Eunjeon released mecab-ko
by adding a suitable function for Korean language characteristics, and it is
the most commonly used among Korean morpheme tokenizers. Unlike the
previous three subword tokenizers, the vocabulary size is not limited (basi-
cally, the size of the provided vocabulary consisting only of Korean is about
650,000), and the vocabulary list can be managed by adding morphemes and
corresponding part-of-speech information.

is an example of tokenizing when the vocabulary size of the
above tokenizers is 32000. In the case of Unigram, it can be seen that the
stem and the ending are separated for all words, and in the case of BPE and
WordPiece, the tokenizing results are the same.

2.2 GPT-2

GPT-2 [7] is a language model published by OpenAl and consists of only
the decoder of the transformer model. It is trained by predicting the next
word and is trained using a large dataset that is not oriented to a specific
task. If GPT-1 [6] performed fine tuning with supervised learning for specific
task data, GPT-2 has the characteristic of being able to perform downstream
tasks with zero-shot.
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2.3 Related Work

[4] analyzed how tokenizers of various units such as CV(consonant and vowel),
syllables, morpheme, subwords, and words affect the Korean NLP task. The
combination of subword and morpheme unit tokenizing showed the highest
performance except for MRC. In Korean, when the morphological analysis is
performed, words are sometimes transformed, such as ‘BF7} Q7 — WP 4
o] Q’. In [I1], the morpheme prototype is restored by learning the Seq2Seq
model, and then the segmentation step is performed in units of morphemes.

In [12], to create a rule-based Korean morpheme analyzer, types of Korean
word segments were defined and a morpheme analysis rule system suitable
for each type was defined. A word segment in Korean is composed of several
words, or words and their corresponding grammatical elements. The combi-
nation of 'noun’ + ’postposition’ is the most common, and 'verb’ + ’ending’,
"adverb’ 4 "postposition’ combinations, etc.
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Experiments

3.1 Dataset

Three datasets are used for training the pretraining model. A total of about
15.7 GB of data set is used, including two dump files for Korean Wikipedia
and Namu Wiki, and a crawled data set (7 GB). The sampled data above is
also used to learn the subword tokenizer.

As the dataset for the downstream task, the KLUE dataset, and NSMC
dataset are used. In the KLUE dataset, the NLI dataset that classifies the
relationship between two sentences, the STS dataset that calculates the simi-
larity between two sentences are used, and the Naver Sentiment Movie Corpus
(NSMC) dataset is used to analyze the sentiment of movie reviews.

3.2 Tokenizer Training

A total of 7 tokenizers are compared to analyze the impact of tokenizers
on each downstream task. Mecab-ko, a morpheme tokenizer, BPE, Word-
Piece, and Unigram corresponding to subword tokenizers, and Mecab-ko and
subword tokenizers mentioned above are used in combination as a morpheme-
aware tokenizer in [4].

Huggingface’s Tokenizers library is used to train subword tokenizers. It is
trained using a 4 GB dataset, and the vocab size is set to 32,000 and 64,000.
In the case of the morpheme tokenizer, when tokenizing the training data,
vocabularies with the highest frequency of appearance are selected to create
and use a vocab list, and tokens that did not belong to the vocab are treated
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as unknown tokens. Morpheme-aware tokenizer used subword tokenizer after
pre-application of morpheme tokenizer as in [4].

3.3 GPT Pretraining

For each of the seven tokenizers, GPT-2 models are trained. The architecture
of the GPT-2 small model is used. The number of layers is 12, the hidden
layers of 768 dimensions, and the vocabulary size is 32,000 and 64,000. The
hyperparameters of pretraining are as[Table 3.1], and the training is conducted
using Megatron-LM and 4 NVIDIA RTX 3090 GPUs.

Name Value
Num layer 12
Hidden size 768

Sequence length | 512

Learning rate le-5

Vocab Size 32000, 64000

Table 3.1: Hyperparameters for GPT Training

3.4 GPT Finetuning

3.4.1 KLUE

KLUE Benchmark is the Korean version of GLUE, which is widely used
in English NLP. According to [5], datasets for 8 tasks are included, and
among them, in this paper, we use the KLUE-NLI dataset, which classifies
the relationship between two sentences into three (entailment, contradiction,
neutral), and the KLUE-STS dataset that predicts semantic similarity be-
tween two sentences. The similarity is represented by a value between 1 and
5, and fine-tuning is performed to predict the similarity. For evaluation, if
the similarity is greater than 3, it is labeled as 1, otherwise, it is labeled as
0.
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3.4.2 NSMC

NSMC (Naver Sentiment Movie Corpus) is a dataset that classifies whether
a movie review is positive (1) or negative (0). There is a total of 200K data,
and there are 100K data for each of the two classes.

Finetuning is performed for each downstream task. NLI measures perfor-
mance with accuracy as classification, STS measures performance based on
f1-score, and NSMC uses accuracy. The hyperparameters for finetuning each

task are set in [Table 3.2

KLUE-STS | KLUE-STS | NSMC
Num Epochs 5 10 10
Dropout 0.1 0.1 0.1
Learning rate le-4 le-5 le-5
Sequence Length | 512 512 512

Table 3.2: Hyperparameters for fine-tuning

3.5 Results

The performance of downstream tasks for each tokenizer is compared in
Ible 3.3l and [Table 3.4

In the KLUE-NLI and NSMC tasks, the highest accuracy is obtained
when Mecab, a morpheme tokenizer, is used, and in the KLUE-STS task, the
highest performance is obtained when Mecab-WordPiece tokenizer is applied.
Unigram tokenizer shows the lowest performance in all tasks, and in the case
of the KLUE-STS task, the morpheme-aware subword tokenizers show better
performance than the subword tokenizers.

shows the tokenization results and prediction results of the data
sample of KLUE-STS, of KLUE-NLI, and of NSMC. In
[Table 3.5 the two sentences have similar meanings. For these two sentences
to be predicted similarly, it is important that these tokens, which have similar
meanings of ‘& Q (blanket)’ and ‘©]&(blanket)’, ‘43 (not at all)’ and ‘of
o (not at all)’, and ‘QF38o] Q (didn’t)’ and ‘@Yol Q(didn’t)’, are tokenized
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KLUE-STS | KLUE-NLI | NSMC

(Fl-score) | (Accuracy) | (Accuracy)
BPE 0.7093 45.5667 84.4491
WordPiece 0.6962 46.4333 84.5991
Unigram 0.6745 42.2000 83.2930
Mecab 0.7261 48.0000 86.2692
Mecab+BPE 0.7322 44.3000 84.4151
Mecab+WordPiece | 0.7484 45.0333 85.6291
Mecab+Unigram 0.7000 41.9333 83.2830

Table 3.3: Results of Experiments in case of 32000 Vocabulary Size

KLUE-STS | KLUE-NLI | NSMC

(Fl-score) | (Accuracy) | (Accuracy)
BPE 0.7059 44.8333 85.3165
WordPiece 0.7536 47.7333 86.9451
Unigram 0.7417 45.0333 85.2925
Mecab 0.7484 46.4333 86.8550
Mecab+BPE 0.7111 42.5000 84.8978
Mecab+WordPiece | 0.7541 48.7333 87.3137
Mecab+Unigram 0.6532 41.6000 83.9984

Table 3.4: Results of Experiments in case of 64000 Vocabulary Size
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well. WordPiece and Mecab, and the combination of Mecab and WordPiece,
well tokenized ‘%3] (not at all)’” and ‘o}a]l(not at all)’, QF('not’) and ¥ ('not’),
which contain negative meanings.

In the two sentences have opposite meanings. For these two
sentences to be classified as the opposite, 7] 4 ("'miracle’) and B ("ordinary’)
are key tokens, so it is important to tokenize them well. In the combination of
WordPiece and Mecab and Mecab and WordPiece that correctly predicted,
it can be seen that 7]2 ('miracle’ ) and % (‘ordinary’) are included in the
token.

The previous two tasks compare two sentences, but in the case of sen-
timent analysis, the relationship between tokens within a sentence or the
meaning of the token itself is important. In it can be seen that
whether the word 3] (’regret’) with a negative meaning is well tokenized
affected the prediction results.

10

&

| &1



CHAPTER 3. EXPERIMENTS

”Label” : 3.4 (1)

»Premise”: ” XA I A o]EL AL o} ¢HFojg.”
“Hypothesis”: 7 124 AL ©2S Ad AHgaHd] ggrola.”

Tokenizer

‘ Prediction ‘ Tokenized Results

Vocab Size : 32000

Ve v i VS VR V= =T S VA VAV VS K

BPE Nt e T Y I T T
o QAR TR Aol [#H2-&/ AF& /o1l /< # #5018
WordPlece A A AR S A A SR L 401 2.
Unigram /A /A [ E] JA R ot [ R el
DA A R[S AR e/ ol8
Mool ARy T A o) 2/ /A& /otell 3t/ F ol 8.

aHA /A 2/ A8/ E/ A /A /B A/ AL/

Mecab + BPE

e vom i VEe VA VA=V —TEd xSV VA VA VA VA K W
o e Vs V== V= Vi Ve - A Vi T T Y B

Mecab + WordPiece

ARy THA 0 [t 2/ A&/ ot [/ oA ## 8./
TN/ A2/ B/ ##R/E /S A/ A/ S/ O/ ##8

Mecab + Unigram

SV Tam s VR VA V- VEyoa Vo=V VA VAV Y Vi W
Ve s V= V= YV - WA Vi VA T A Y V0

Vocab Size : 64000

/A2 /A o122/ A8/ ot/ <l /F/ et 8.

BPE /A /A R R A B AR5 29 018,
S T[T A [0 2 442 AHE kel ST [ ## RO £
EE VL I PR AT Py S Sy
Unigram QA [ R JON/ R 2] (AT JoHA] e/l 8]
TR/ A [RS8 R A [0l
— /A /o122 AL okl /IR

J;A /A /B8 /S /A /A5 A/ AL/

Mecab + BPE

e e Vs VI V= VA= VA VT VAV VA VRV
e VR =T Vi Vi Vs Ve s A A VR T 1 Y T

Mecab + WordPiece

AR LA o122 /AL okl /2 H /oA &/
TR A R B/ A B A e/ o8

Mecab + Unigram

AR A [0 2 )2/ AL/E /ot Al [t/ 818 /.
JHM /A =/ B/ 8[R8/ Y8/ A%/ /18-

Table 3.5: Tokenized Examples of KLUE-STS Task

11
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”Label” : Contradiction (0)
"Premise”: "7k ASHE Aol & AbSHE A 7| Hele
“Hypothesis”: " U7 AFskE Afgrol & ARt A 3@ Aol

Tokenizer

‘ Prediction ‘ Tokenized Results

Vocab Size : 32000

7t/ AR 3R /ARl /3 A1 /3K /2171 /2ol .

ore A 0 T e T e i Y T Vi - Vedic
. 7/ ARt Aol 1 ATt/ 71 [T .
WordPlece U AR Aol /AR SRS /2B R Aol .
Unigram W7 AR RO [ YRS [ 71RO
W7 AR RO (9] YR B BB/ /A A O,
N R R R R e IEIE T

/7Y A/ st/ =/ A/ 01/ & /Av/st/=/7 /B /=’ A /ol /5.

Mecab + BPE

W/7H/ A /st /A 01 /Ay st = /2 71/ A o/ e/

e T - A V= = Wl VA= V- Vi U= V- Vi Vi - T VA VR

Mecab + WordPiece

7/ 3 AR 1 AR o R 71 A e .
e A e = i TRV T e =V K Y e Ve U

Mecab + Unigram

R Vi VA= VA VI VA= Ve VA Vi VAT Ve Vs VA VAs VR
RV i - V=T Vi Vi VA= Y Vi W V=Y T VALV V- Y Y T

Vocab Size : 64000

R/ AR e/ Aol 3 AR 5V [ 71 A e

BPe Wl At/ St Aketol /bt SRe 2 g AR ol
. W7/ AT Aol /8 AT 21 18 [ OTE.
WordPiece U/ ARG /A0l A SY 21R E R A AL .
Unigram WP /AR A AR/ [ AR/ /) (71 ATE
WP A /BRE AV /) (A /SRe [ B/ [l
_— e e TR e REICICT

VAT 0 PR T TV Ve Y M

Mecab + BPE

W/7H/ A /st =/ A 01 /Ay st =/2/ 71/ A /o /.
/7 A /st E/A 01) g /A st =/ 2/ T /L AL/ A o/

Mecab + WordPiece

e TV TRV T T T Ve e o Y VA

Mecab + Unigram

VRV - Y VA= o= VAR VA=V e Y VAT Vad Vs VR Vs VR

|
]
|
W/7H/ A /st 2/ 0l /A /st = /3 /712 /ol /.
|
]
(R VR Vi - T V= = VA VA= Yo - T U= Vi T Yk Lok - Y VA VA

Table 3.6: Tokenized Examples of KLUE-NLI Task

12
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”Label” : 0 (Negative)
"Text”: ” @ Hfvto] 324 FIIsHAHE ¥t

Tokenizer ‘ Prediction ‘ Tokenized Results

Vocab Size : 32000

BPE 1 S35/ G5t/ /4T3 /5HA) =/ 95

WordPiece 0 QTN DI B HH7 /T8 [H A #4 R #4E) Bt
Unigram 1 S/l RS R /A /53385 /D%

Mecab 0 < At/ol/ A3}/ 2 /2T /3 A /E/ 95

Mecab + BPE 1 </ /T/N/ A5/ 2/ A/ 55/ A T/ = D5

Mecab + WordPiece | 1 QM /#HT/of| )Gt/ 2/ E /58] /5 Al e/ G St

Mecab + Unigram |1 o /= ut/oll/ g2t/ /53l sk A/ e/ D%t

Vocab Size : 64000

BPE 1 &/ /ukoll/ g3t/ /2 /%53 A /e =/ DSt

WordPiece 0 Q Mol / B} #HE#H#E | T3] #H A #H R #H4E /D3
Unigram 1 ehwtel/ /get/2/2/ /& /2 /57 =/ /9%

Mecab 0 L Het/ol/ g3}/ /2 /53] /5t A e/ D3

Mecab + BPE 1 S /3 /wy/ o/ g3t/ 2/ 2 /= /3]s AR 2/ B3t

Mecab + WordPiece | 1 S ut/ol/ g3}/ 2/ 2 /53] /sH/A /=) 8t

Mecab + Unigram | 1 & /H/ut/ol/ gt/ 2/ 2/ 5/ /5 A/ =/ B3

Table 3.7: Tokenized Examples of NSMC Task

Tokenizer

Text : AT - AT - AAFF A

Text : FA79, AAF9Y, AF9S

BPE B/ - 7/R/70/ - /277 4NA

/A AR TR F S

WordPiece B e A Vil VAR - Vbt I A i T e W Vi i T S Wi b
Unigram /A R A7) F A e T e Y A Vs T e

Mecab ST/ /AR AR/ IR Rk e A T !

Mecab + BPE R A T AT e I A T e e

Mecab + WordPiece | §/## M7/ - /B2 ##7/0/) - JAB[##F/#4#A/NA | S/##NT/#4#9/ /A3 #4774/ /79 /&

Mecab + Unigram

A R T e Ve A T

o T Y A s T R Ve s TS

Table 3.8: Tokenized Examples of Sentences Containing Proper Nouns

13
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Conclusion

As a result of comparing experiments of various types of tokenizers, we ob-
serve that Mecab, a morpheme tokenizer that reflects the grammatical char-
acteristics of Korean, shows generally high performance for all tasks. In the
case of subword tokenizers, they can not separate postpositions or endings
in Korean well. However, even in the case of Mecab, as shown in [lable 3.8
tokenizing does not work well when proper nouns or new words are included
in the sentence.

It seems natural to expect that there would be a suitable tokenizer for
each downstream task. However, we can check that tokenizers show similar
performance with respect to types of tasks. A new Korean tokenizer has to
separate things like postpositions and endings well and create a vocabulary
list by adjusting the vocabulary size well so that one word is not tokenized
into syllables.

4.1 Analysis

We analyzed existing tokenizers from two perspectives and derived limita-
tions.

4.1.1 Grammatical

As [Table 3.3 [Table 3.4] the morpheme tokenizer generally shows good per-
formance compared to other tokenizers. Especially when the vocabulary size
is 32,000, better performance is shown when the subword tokenizer is not

14
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Morpheme [ SA/E/TH /A
Vocab Size : 32000
WordPiece R = s [

Mecab + WordPiece | 8 /##A /& /2 /A /#44 /T,
Vocab Size : 64000
WordPiece L e s R [ )
Mecab + WordPiece | 841 /& /B2 /A /etyt}/.

Table 4.1: Examples of Tokenized Sentence

used alone. This supports the need for tokenizers to reflect grammatical fea-
tures. When comparing the result of the morpheme tokenizer with subword
tokenizers|lable 4.1, grammatical elements such as postpositions and endings
could not be properly separated. The words that should not be separated are
tokenized, and tokens that are not related to the meaning of the sentence
are tokenized. To reduce the division of words into syllable units (characters
in the case of English), we experimented by increasing the vocabulary size
to 64,000. When only the subword tokenizer is used, '##2" and "I’ are
combined instead of '€’ and '##A!’. On the other hand, when used with
Mecab, tokenization is correctly performed in units of morpheme.

4.1.2 Systemmatical

In the case of the Mecab tokenizer, it has the advantage that it can be used
without training. However, since the provided vocabulary size is too large, it
is necessary to select the vocabulary list to use. In addition, words such as
neologisms and proper nouns require additional training.

In order to overcome the limitations of the two points of view, the new
Korean tokenizer needs to consider the following things:

e Separate grammatical elements using the morpheme tokenizer
e Define the finite list of grammatical elements to manage the vocabulary
size

- Replace elements with similar meanings to one representative element

e Train a new tokenizer with the sentences where grammatical elements
are removed

15
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