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Abstract 

 

 

Deep Learning Estimation of Age  

in Geriatric Dogs  

Using Thoracic Radiographs 

Jiwon Chung 

Major in Veterinary Clinical Sciences 

Department of Veterinary Medicine 

The Graduate School 

Seoul National University 

 

Background: Age is a vital information that impacts all facets of veterinary 

medicine and accurate estimation of age is needed in fields such as emergency and 

shelter medicine. A few studies involving age estimation based on deep learning of 

medical images exists in human medicine, however, in dogs automatic age 

prediction with machine learning has been based solely on non-medical portrait 

images.   

Purpose: This study proposes a deep learning solution for age estimation in 
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geriatric dogs from thoracic radiographs and sets the stage for future deep learning 

research involving other medical imaging modalities and for development of age-

related biomarkers.  

Method: A large dataset of canine thoracic radiographs was utilized to train and 

test the convolutional neural network’s performance in the estimation of age based 

on performance metric mean absolute error. 

Results: The network was able to extract age-related information from thoracic 

radiographs of geriatric dogs to estimate age with moderate correlation to the 

ground truth and through the analysis of activation maps, the vertebra was 

identified as the main region containing age-related information consistent with 

previously known sites of degenerative changes.  

Conclusion: The convolutional neural network’s feasibility in geriatric age 

estimation using canine thoracic radiographs was confirmed by the results of this 

study and allowed visualization of areas that may contain age-related information 

deciphered by artificial intelligence.  
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Introduction 

 

Age is a crucial factor that is considered in all areas of veterinary care that enables 

practitioners to provide tailored medical care for both young and geriatric patients. 

For instance, the functional reserves of the major organ systems gradually and 

irreversibly decline with age and age must be considered prior to anesthesia since 

patients react differently to stresses and anesthetics (Carpenter et al., 2005). Life 

expectancy also differs according to age, and age is a major deciding factor for 

adoption in shelters (DeLeeuw et al., 2010]. 

When an animal visits a veterinary clinic, a veterinarian is frequently requested to 

assess the age of the animal which is crucial for forensic veterinary work, for dogs 

without identification tags, for stray dogs when buying and selling pets, and for 

identifying specific illnesses (Mohandespour et al., 2021). The primary method for 

determining a dog’s age is based on growth plate analysis in growing young dogs 

and dental examination in others (Ei. et al., 2018; Lewis et al., 2019; A. Barton et 

al., 1939), although different age estimation such as an ocular age estimation 

method with emphasis on ocular reflections has also been reported (Tobias et al., 

2000). 

In humans, age prediction using the appearance of anatomical components in 

medical images has been extensively explored for many years. The human 

forensics researchers have created techniques for estimating age based on 

developmental changes in teeth (Grover et al., 2012 Kanchan-Talreja et al., 2012), 
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several bones including the ilium and clavicle (Calce et al., 2011, Wade et al., 

2011), and cranial sutures (Bassed et al., 2010, Akhlaghi et al., 2010). Furthermore, 

owing to recent developments in machine learning, artificial intelligence (AI) is 

used to forecast a patient's chronological age by examining a large number of 

radiographs of the dentition, carpus, thorax and others (Milosevic et al., 2022, Kim 

et al., 2017, Karagyris et al., 2019). The human studies proposed the feasibility of 

AI machine learned age estimation for cardiovascular aging, and enhanced 

predictability for cardiovascular mortality than the actual chronological age (Ieki et 

al., 2021, Raghu et al., 2021). 

Deep learning is a relatively new and rapidly expanding area of machine learning 

that utilizes multi-layered deep neural networks and extensive data to formulate 

abstraction (LeCun et al., 2015). Deep learning offers numerous potential benefits 

for the healthcare industry, including greater performance, unsupervised learning, 

and the ability to handle huge, complicated datasets (Miotto et al., 2017). 

Convolutional neural networks (CNNs), a kind of deep learning, typically have 

several convolution layers. The bottom layer can learn the local characteristics of 

the picture and the top layer can automatically combine these local features and 

learn the overall features. Therefore, convolutional neural networks are considered 

ideal for processing medical picture data (Yang et al., 2021). In human medicine, 

deep learning achieves expert level in tasks such as retinopathy detection, 

determining bone age, identifying skin cancer, and others (Gulshan et al., 2016, 
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Esteva et al., 2017, Iglovikov et al., 2018).  

Meanwhile, only inputs and outputs are known and therefore, deep learning is 

considered as a "black box" and it is challenging for researchers to comprehend the 

precise internal workings of the CNN. A method to help understand the process of 

AI network’s abstraction would therefore be helpful and Gradient-weighted class 

activation mapping (Grad-CAM), is a visual explanation technique that highlights 

key areas in the image that are crucial for idea prediction by using the gradients of 

any target concept flowing into the final convolutional layer (Selvaraju et al., 2020]. 

Grad-CAM can create a rough localization map that highlights the key areas in the 

image for concept prediction thereby allowing a partial interpretation of the 

machine’s reasoning process, and therefore has been employed in many studies 

involving the use of convolutional neural networks including this study (Selvaraju 

et al., 2020). 

In veterinary medicine, AI is just beginning and only a few studies assessed CNN 

identifying aberrant pulmonary findings in cats, identifying cardiomegaly in dogs, 

and figuring out the percentage of feline reticulocytes (Dumortier et al., 2022, Burti 

et al., 2020, Vinicki et al., 2018). 

Meanwhile, the estimation of dog age using AI was attempted using an automated 

method by assessing a database of portrait photographs (Zamansky et al., 2019). 

The study revealed that the automated method could estimate the age on average 

within three years of the actual age in 285 dogs. Although age-related changes such 
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as spinal degenerative changes, costochondral calcification, increased broncho-

interstitial patterns are commonly observed on thoracic radiographs in dogs, to 

authors’ knowledge, there is no study to assess the predictability of AI deep 

learning for the age based on the medical images. Therefore, in this study, a deep 

learning solution incorporating convolutional neural networks was applied to 

estimate age of older dogs based on thoracic radiographs, one of the most 

commonly used imaging in veterinary practice. We hypothesized that AI can 

predict the age in geriatric dogs with statistically significant accuracy through 

machine learning of large thoracic radiograph datasets. The purpose of this study 

was to evaluate the feasibility of AI deep learning for geriatric age estimation and 

present the areas that drove the network to decide. 
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Materials and methods 

 

1. Data selection and workflow 

In this retrospective, cross sectional design study, the CNN model training and 

validation, and internal and external test of trained CNN model using thoracic 

radiograph data obtained from dogs (Figure 1). At first, the CNN model training 

and validation were performed and the model that displayed the best performance 

was selected for the internal and external testing. The internal and external testing 

were analyzed with mean absolute error (MAE) value performance metric and 

statistical correlation analysis. In addition, the activation maps were generated 

using external testing data to show the region where the algorithm was most 

interested.  

For CNN model training, model validation, and internal testing, thoracic 

radiograph data were obtained from publicly available dataset from AI-HUB 

(www.aihub.or.kr). AI-HUB is an integrated platform organized by the National 

Information Society Agency in the South Korea to provide AI infrastructure 

required for the development of AI-based technology, products, and services. At 

first, 156,942 thoracic radiographs were extracted from the AI-HUB dataset. Then, 

final radiographs for training were selected by excluding the inappropriate data as 

follows; (1) The duplicated radiographs were removed with duplicate removal 

software VisiPics V1.3 (http://www.visipics.info/index.php?title=Main_Page).  

(2) The inappropriately classified data such as incorrect views, abdominal 

http://www.aihub.or.kr/
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radiographs, skull radiographs were selected manually by four veterinarians (Y. C., 

S. L., S. P., S. R.) with 1 year of radiology experience under the supervision of a 

veterinarian (J. C.) with 2 years of radiology experience. Finally, 21,609 lateral and 

14,100 VD radiographs were subjected to the algorithm's training. The total data 

were split to be used 80% for training, 10% for verification, and 10% for test 

datasets, respectively. Then, the ratio was adjusted to some extent to ensure a 

similar age distribution in each dataset. Finally, in each view, 74.83%, 12.58%, and 

12.58% of the total VD views, and 77.71%, 11.14%, and 11.14% of the total lateral 

views were used for the training, validation, and test datasets, respectively. All 

partitions have same institution and stratified data split provided similar age 

distribution in each dataset.  

The external testing of the model was performed using the lateral and VD views of 

thoracic radiographs taken at Seoul National University Veterinary Medical 

Teaching Hospital (SNU VMTH) from 2011-2022. Information such as birth data, 

image acquisition date, and radiographic position were extracted and chronological 

age was calculated from birth date and radiograph acquisition date. If either birth or 

radiograph date was missing, the radiograph was excluded. Finally, the age and 

radiographic position was labeled. Ground truth was defined as rounded 

chronological age. The year age was calculated by dividing the day age by 365. 

The day age was calculated by subtracting the date of birth from the date of 

radiograph acquisition. 

CNN model training, model validation, testing, and performance evaluation were 

performed using each lateral and VD dataset separately by a veterinarian (H.L.) 

with 2 years of experience in clinical pathology and 6 years of experience in the 
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field of computer science using Intel Xeon CPU 2.20GHz, 51.00GB RAM, 167GB 

solid-state drive, NVIDIA Tesla V100 SXM2 GPU, and Ubuntu 18.04.6 LTS 

operating system. The activation map analyzed by a veterinarian (J.C.) with 2 years 

of radiology experience. 
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Figure 1. Data usage and overall study framework.
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2. Training, validation, and testing 

A convolutional neural network-based architecture, EfficientNet (Google AI), was 

used as deep neural network architecture for canine age estimation models because 

it showed achievements in various medical AI problems (Marques et al., 2022). 

EfficientNet, an ImageNet pretrained CNN, is used in transfer learning.  

EfficientNet was trained using the selected AI-HUB data in the fine-tuning stage 

through data augmentation which includes various transforms such as random 

rotation and random contrast. Input image size was 3-channel image of 1024 by 

1024 pixels. EfficientNetB0 and EfficientNetB1 were adopted as encoder layer. 

The encoded features were subjected to decoder layer which consists of two hidden 

layers which have 512 nodes. Output node has 20 nodes. The output was 

inferenced as logit because target range of age prediction was from 0 to 20. 

OpenCV, an image processing library, and PyTorch, an open-source deep learning 

framework for python was utilized. The model parameter was initialized as 

ImageNet pretrained for EfficientNet in transfer learning method. Random rotation 

ranged from -5 degree to +5 degree and random contrast, and random translation 

were used for image augmentation. In training, preprocessing consisted of contrast 

limited adaptive histogram equalization, and normalization using mean and 

standard deviation of pixel intensities.   

During training, the preprocessed radiographs and calculated age were fed in each 

step into EfficientNet. Loss calculation between ground truth and predicted ages, 

which is required for back-propagation to train numerous parameters of 
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EfficientNet, was selected as mean variance loss which is widely utilized and 

showed success in age estimation of humans. Varying size models of the 

EfficientNet are selected and initial values were adjusted according to the learning 

rate and augmentation degree.  

Multiple models were simultaneously trained and validated after each epoch to find 

the model that excelled in comparative performance. Every training experiment 

was designed as training of 100 epochs. An epoch is defined as one-cycle of each 

training dataset. At each end of the epoch, the EfficientNet was evaluated by a 

validation dataset using MAE metric. If there was no improvement in MAE in a 

row, training was prematurely terminated. The best performing model was selected 

and was tested with both internal and external datasets.  

After the end of training, the EfficientNet was evaluated by internal test datasets 

comprised of 10% of the AI HUB data; 2,719 lateral and 1,571 VD radiographs for 

internal testing. The external testing data acquired from SNU VMTH was used to 

gauge the performance of the trained networks on data of different source from that 

of the training data and 1,015 lateral and 1,023 VD radiographs were used for the 

external testing.   
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3. Statistical correlation analysis  

Data analyses were performed using Microsoft Office Professional Plus 2019 by (H. 

L.). Two metrics are used to gauge performance: the mean absolute error and the 

coefficient of determination using Pearson’s coefficient (r). The average 

discrepancy (in years) between estimated and actual ages is known as the mean 

absolute error which is an adaptation of standard performance measures in human 

age estimation (Geng et al., 2007). It is given by the formula [19]: 

 

where yi is the true target value for test instance xi , λ(xi) is the predicted target 

value for test instance xi , and n is the number of test instances. 

The coefficient of determination (R²) was used to measure how well a statistical 

model predicted an outcome and was given by the following equation: 

 

The outcome was represented by the model’s dependent variable. The value was 

calculated using the most common method for determining a linear connection is 

the Pearson correlation coefficient (r). The degree and direction of the link between 

two variables is expressed as a number between -1 and 1. The lowest possible value 

of R² is 0 and the highest possible value is 1. Put simply, the better a model is at 

making predictions, the closer its R² will be to 1. 

Geriatric patients are those who have lived 75-80% of their predicted lifespan, in 
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general (Dodman et al., 1984). Defining threshold age for geriatric patient is 

equivocal since different dog breeds have different life expectancies.  A study of 

beagles’ cognitive capacities classified them as old from 8 years of age, and the old 

group made mistakes that suggested diminished learning (Tapp et al.,2003).  For 

the purpose of this study, we considered patients above 8 years of age as geriatric.   
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4. Activation Map Quantification  

After gauging performance, gradient-weighted class activation mapping (Grad-

CAM) was utilized to create activation maps in order to help understand which 

regions of the thoracic radiographs drive the network for final estimation. The 

activation maps enable us to see the regions in which the algorithm is most 

interested. 

A total of 400 activation maps that comply most closely to standardized 

radiographic positioning were selected by a veterinarian with 2 years of radiology 

experience (J.C.). The activation regions were classified into 4 regions: lung fields, 

mediastinum, appendicular musculoskeletal system, and axial musculoskeletal 

system. The activated regions were tallied by four veterinarians (Y. C., S. L., S. P., 

S. R.) with 1 year of radiology experience under the supervision of a veterinarian 

(J.C.) with 2 years of radiology experience. The percentage of regional activations 

were calculated separately for lateral and VD activation maps for comparison.  
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Results 

Age estimation results 

The coefficient of determination was 0.60 and Pearson’s correlation coefficient R 

was 0.78, with p-value below 0.00001. The estimated ages showed moderate 

correlation with the actual ages (Figure 2).
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Figure 2 Regression analysis. The estimations given by the algorithm for VD testing data displays moderate correlation to the actual ages.
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 The algorithm’s performance was also measured via MAE values, in which lower 

values signify better performance. The MAE values for all dogs in the internal test 

data were below 2 years for VD radiograph-based algorithm and slightly above 2 

years for lateral radiograph-based algorithm. In the dog data older than 8 years, the 

model showed considerably better performance, while it displayed subpar 

performance in dealing with dog data under the age of six.
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Table 1. Mean absolute error of the algorithm’s performance for estimating age in 

the internal test data 

Age (Range) Estimated age on lateral 

radiographs 

Estimated age on VD 

radiographs 

All 2.31 1.83 

> 8 years 2.12 1.62 

< 6 years 3.44 4.01 
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Table 1 presents the mean absolute error of the internal test data. The neural 

network’s performance on the external test data for both the VD and lateral were 

below than that of the internal test data (Table 2). The network performed well at a 

level comparable to that of the internal test data for patient data older than 8 years 

old. Performance was significantly below average when estimating patients under 

the age of six. In comparison to the performance on the internal test data, the 

performance on the external test dataset was comparably below average. Table 2 

presents the mean absolute error of the external test data.
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Table 2. Mean absolute error of the algorithm’s performance for estimating age in 

the external test data 

Age (Range) Estimated age on lateral 

radiographs 

Estimated age on VD 

radiographs 

All 3.98 2.94 

> 8 years 2.36 1.81 

< 6 years 6.75 5.09 
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Interpretation of the neural network by Grad-CAM analysis 

The algorithm’s activation maps for lateral and VD thoracic radiographs with age 

correctly predicted within ± 2 years are presented. In the majority of the activation 

maps, increased level of attention was evident in the cervical vertebra region 

regardless of the position (Figure 3). Some maps displayed multiple activation 

regions while others focused primarily on the vertebra (Figure 4).  
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Figure 3. VD activation maps. (a) Radiograph of a 10 year old, castrated male 

patient with (b) corresponding activation map for age estimation.  Activation 

regions are evident in the cervical-thoracic vertebrae, shoulder joints, ribs, parts of 

lungs, and mediastinum. (c) Radiograph of an 8 year old, male castrated patient 

with (d) corresponding activation map for age estimation. Activation regions are 

evident in the cervical vertebrae and in the right lung field.
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Figure 4. Lateral activation maps. (a) Radiograph of a 17 year old, female patient with (b) corresponding activation map for age estimation. Activation 

regions are evident in the cervical-thoracic-lumbar vertebrae, sternum, xiphoid, shoulder joints, and mediastinum. (c) Radiograph of a 7 year old, 

castrated male patient with (d) corresponding activation map for age estimation. Activation regions are evident in the cervical vertebrae, sternum, 

xiphoid, scapula, and forelimb.
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The activation maps can be deciphered by the color spectrum with red signifying 

the areas of highest levels of attention followed by yellow, green, and blue in an 

order of decreasing attention levels. On the activation map, the axial skeletal 

system including the cervical spine, ribs, and sternum, appeared to be the main 

region of interest to the algorithm for extracting age-related information. 

Meanwhile, the mediastinum and the lungs were given less consideration.   

Compared to the activation map of the lateral radiographs, the analysis of the VD 

activation maps differed in that while the network displayed principal interest in 

the vertebra of the axial skeletal system, it also considered regions such as the 

appendicular skeletal system, mediastinum, and lungs to a larger degree.   

Activation maps differed in that some activation maps showed activations across 

several regions (Figure 5). Out of the 400 selected activation maps, most of the 

algorithm’s attention centered around the axial musculoskeletal system for both VD 

and lateral radiographs.
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Figure 5. Percentage graph of the counted activation regions in 200 ventrodorsal and 200 lateral activation maps.
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The neural network appeared to interpret lateral radiographs with greater 

heterogeneity than it did VD thoracic radiographs, meaning that it was more 

interested in analyzing also the mediastinal and lung regions in the latter. 

While the neural network’s performance differs across different radiographic view 

positions, it also varied across different age groups (Figure 6).
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Figure 6. Performance measurements of the algorithms for internal [AI HUB] and external [SNU] test datasets by age group. Error tends to decrease 

in the groups with increasing age.
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Discussion 

 

This study investigated the feasibility of AI deep learning for estimating geriatric 

canine age using thoracic radiographs. The convolutional neural network could 

predict ages in dogs with moderate correlation to the ground truth. In particular, the 

vertebra was the primary area of activation, according to the activation maps. Other 

regions that the network considered include the mediastinum, lung fields, and 

appendicular musculoskeletal system. In estimating the ages of geriatric patients 

older than 8 years of age, the neural network’s performance was around MAE 2 

years. The algorithms showed variations in estimating performance and in areas of 

activation, depending on whether the algorithms were fine-tuned using the lateral 

or VD radiographs. 

In this study, the estimated ages and the actual ages displayed moderate correlation. 

The network’s performance in MAE by age group shows that the error values tend 

to decrease with increasing age with age groups 13-15 years producing estimates 

close to within 2 years of the actual age on average. It was interesting to note that 

the algorithm that used VD radiographs as its foundation performed better than 

when lateral radiographs were used. A study in human medicine revealed that 

algorithm trained with the anterior-posterior radiographic view position trailed in 

performance in comparison to that of the posterior-anterior learned algorithm for 

unknown reasons (Karagyris et al., 2019).  
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The analysis of the activation mapping showed that age-related information used 

by the artificial intelligence resides primarily in the vertebra of the axial 

musculoskeletal system with degenerative changes in the bones most likely being 

the deciding factor for the network. In the canine vertebra, degenerative changes 

such as marked discal degeneration, disc space narrowing and collapse, 

calcification of the discal tissue, and sclerosis of the bony endplates have been 

described (Resnick et al., 1985, Morgan et al., 1988). The neural network could 

autonomously recognize these features of vertebral degeneration and make 

statistical association to the increasing age. Likewise, the shoulder joint 

degenerative changes such as subchondral bone sclerosis, formation of 

enthesophytes and periarticular osteophytes, and joint contour remodeling would 

be learned by the neural network to be associated with older age in older canine 

thoracic radiographs (Morgan et al., 1987). 

The secondary source of age-related information appeared to be within the 

mediastinum, lung fields, and shoulder regions. In older dogs, radiographic 

changes of the lungs can be seen such as pleural thickening, increased linear 

markings, nodular densities, and increased tracheal and bronchial wall densities 

(Rhodes et al., 1966). In human medicine, senile changes in the mediastinum can 

be observed radiographically, such as tortuous coronary arteries and vascular and 

valvular calcifications, aortic modifications, and tracheal appearance changes as 

well as in the thoracic wall in the form of reduced thickness (Redheuil et al., 2011, 

Reif et al., 1966). Given that the network performance was superior and that more 

mediastinum and lung region activations were seen utilizing the VD radiographs, it 

is feasible to assume that additional age-related information is available in regions 
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other than the vertebra which was used by the algorithm to enhance performance.  

This study was limited in that the breed information was not available.  We 

assumed that the majority of the thoracic radiographs obtained were from small 

dog breeds prominent in S. Korea and estimating the age of the mid- to large-breed 

dogs using the neural network used in this study should be investigated further. 

In human medicine artificial intelligence age estimation is explored in other 

medical medical images such as the hand radiographs and brain MRI’s (S.Wang et 

al., 2018, J.Wang et al., 2019). Likewise, similar applications may be feasible in 

veterinary medicine such as to accurately estimate the age of growing young dogs 

and to use as a biomarker for aging-related brain diseases. Also, since exact time of 

death information is available in people, age estimation from chest radiographs 

showed potential to be a biomarker to predict cardiovascular disease related 

mortality (Ieki et al., 2021). Maintaining accurate time of death as well as date of 

birth information in veterinary medicine and its incorporation in future artificial 

intelligence research may lead to development of more feasible and accessible 

biomarkers to predict longevity. 
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Conclusion 

This study assessed the feasibility of training a convolutional neural network to 

estimate age in geriatric canine patients based on thoracic radiographs. The 

artificial intelligence was able to produce age estimates with moderate correlation 

to the true ages. In addition, activation maps identified regions such as the vertebra, 

the mediastinum, and the lungs to contain age-related degenerative information 

extracted by the artificial intelligence. Since degenerative changes are not normally 

apparent in young patients, other types of radiographs such as carpal radiographs to 

assess growth plates can be considered for similar further studies. As this study is 

the first work in automatic age estimation in veterinary medicine using 

convolutional neural networks and medical images, we want to set the stage for 

future research directions. Future research involving various other imaging 

modalities combined with deep learning and additional patient metadata including 

time of death, date of diagnoses, and accurate date of birth may lead to 

development of age-related biomarkers to predict longevity, monitor health status, 

and develop appropriate management plans for veterinary patients.   
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국문 초록 

 

흉부 방사선 영상을 이용한 딥러닝 

기반 노령견 나이 추정에 관한 연구  

 

서울대학교 대학원 

수의학과 임상수의학 전공 

정 지 원 

 

연령은 수의학의 모든 측면에 영향을 미치는 중요한 정보이며, 이 

연구는 개 흉부 방사선 영상을 사용하여 노령견들의 연령 추정을 하는 

deep learning solution 을 제안합니다. 이 연구는 나이 추정을 위해 

컨볼루션 신경망을 학습시키고 성능을 시험하기 위해 공개적으로 사용 

가능한 대규모 방사선 데이터 세트와 동물 의료 기관의 추가 데이터를 

사용하여 수행되었습니다. 이 네트워크는 흉부 방사선 영상에서 연령 

관련 정보를 추출하여 상당히 정확하게 노령견에서 연령들을 추정할 수 

있었습니다.  또한 활성화 맵 분석을 통해 축근골격계가 연령 관련 

정보를 포함하는 주요 영역으로 식별되었으며 이 결과는 이전 
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연구들에서 알려졌던 축근골격계에서 나타나는 퇴행성 변화들을 

네트워크가 인식했을 가능성을 제시합니다. 흉부 방사선 촬영은 여전히 

호흡기 및 심혈관 질환을 선별하기 위해 수의학에서 가장 자주 사용되는 

영상 검사 중 하나이기 때문에 동물보호소 의학, 예방 의학 및 반려 

동물 보험과 같은 영역에서 자동 연령 추정의 실제 사용을 기대할 수 

있습니다. 본연구는 딥 러닝과 의료 영상을 연령 추정에 활용해본 

수의학 분야 최초의 연구로서, 향후 소동물의학 분야에서 컨볼루션 

신경망을 활용한 연령 측정 및 연령 관련 바이오마커 개발 연구등의 

발판을 마련하고자 합니다. 

 

주요어: 인공지능, 흉부 방사선, 딥 러닝, 나이, 개 

학  번: 2021-23419 
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