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1 Introduction

One of the most fruitful applications of the modern technology for scattering amplitudes
concerns the dynamics of two massive bodies that are bound to each other by gravity
and are producing gravitational radiation. The amplitude-based methods supplement
more traditional methods and are pushing the boundaries of post-Newtonian/Minkowskian
expansions to an extent that was inconceivable a decade ago. See [1–3] and references
therein for an overview of this rapidly unfolding subject.

The “classical gravity from quantum amplitudes” program is broadly divided into two
parts: the conservative sector and the radiative sector. In the former, which will be the
focus of this paper, the two body system is described by an effective Hamiltonian accounting
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for the gravitational interaction. The physical observables computed from the Hamiltonian
(or sometimes extracted directly from amplitudes) include momentum transfer (impulse),
spin kick, periastron precession and time delay.

The main goal of this paper is to establish a connection between the partial wave
expansion of a 2-to-2 elastic scattering and the method of Kosower-Maybee-O’Connell
(KMOC) [4] to compute the classical impulse from a quantum amplitude. The KMOC
method has been combined with other techniques and found numerous applications [2], but
to the best of our knowledge, its connection to the partial wave expansion has not been
explored in depth.

We propose two complementary approaches to establish the connection. As we will
review in section 2, in the center of momentum (CM) frame, the KMOC impulse formula
can be written as an integral:

∆~k = ~2

|~k|2

∫
d̂2q ei~q·

~b ~K(~k, ~q) ,

~K(~k, ~q) =
∫
d̂2k̂′

[
S†(~k + ~~q/2, ~k′)(~k′ − ~k)S(~k′, ~k − ~~q/2)

]
.

(1.1)

The S-matrix S and its conjugate S† are to be given as partial wave sums. Their building
blocks, “base amplitudes”, are spinor products to be introduced in section 3.

In section 4, we present the two ways to establish a connection between the KMOC
formula and the partial wave expansion. In our first approach, we begin with projecting
out the components of ~K in (1.1). For each component, we use suitable Clebsch-Gordan
relations for the base amplitudes and use a completeness relation involving the k̂′-integral
to compress the double sum (from S and S†) to a single sum. Then we take the classical
limit. The limit turns the sum into an integral. The spinor products are approximated
by a Bessel function. As is well known (see, e.g., [5, 6]), the partial wave phase in this
limit converges to the radial action of the classical mechanics. We use this fact to confirm
that (1.1) agrees perfectly with the impulse computed from classical mechanics.

Our second approach is a slightly novel adaptation of the traditional saddle point
approximation in the semi-classical limit [5, 6]. As explained in the original paper [4], the
KMOC formula (1.1) exhibits an “interference” between S and S† with |~~q| � |~k|. In the
classical limit, we can turn the displacement into a phase factor of the form ei~q·

~X . Then
the q-integral produces delta-functions, which forces the k̂′-integral in (1.1) to be localized
in the direction dictated by the classical trajectory.

Our two approaches lead to the same classical impulse as they should, but they give
rather distinct perspectives. In the first one, the “Clebsch-Gordan and completeness” process
executes the interference between S and S†. The remaining single sum is no longer rapidly
oscillating, so there is no need for the saddle point approximation. In the second one, we
tame the rapidly oscillating sums for S and S† separately by applying the saddle point
approximation to fix their magnitudes and phases in the classical limit.

We put emphasis more on the general structure than on specific models. Our results
are applicable to any elastic scattering process of two massive particles that can be treated
in a post-Minkowskian framework. With some mild assumptions on the classical limit of
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the partial wave phases, all our arguments are non-perturbative in any coupling constant.
To illustrate the ideas, we revisit two famous models that are exactly solvable in the probe
(test-particle) limit: Coulomb scattering and charge-monopole scattering [7–9].

The charge-monopole scattering, to be discussed in section 5, differs from the scalar
scattering due to the angular momentum associated with the electromagnetic field. In the
purely scalar case, the classical trajectory is confined on a plane, so the elastic scattering is
completely solved by specifying the relation between the scattering angle θ and the impact
parameter b. In contrast, for the charge-monopole scattering, there are two angles to be
determined. Both of our methods successfully reproduce the two angles without any extra
input from the geometry of the classical trajectory.

Our spinor basis, which builds upon [10, 11], is fully compatible with the Jacob-Wick
helicity basis [12], so it can express succinctly the partial wave amplitudes for particles with
arbitrary spin. Although this paper only addresses scalar scattering and charge-monopole
scattering, it is clear that our methods are applicable to gravitational spinning binaries.
We hope to address such systems in a subsequent work.

We conclude this introduction with a summary of our conventions. We use the mostly
plus metric. Following [4], we denote the “(2π)-normalized” quantities by hats,

d̂k = dk

2π , δ̂(k) = 2πδ(k) , etc. (1.2)

For a 3d vector ~k, k̂ denotes the unit vector ~k/|k̂|. The two unrelated uses of hats hopefully
will not cause any confusion.

2 Classical impulse in the CM frame

2.1 Kinematics of 2-to-2 elastic scattering

The Lorentz-invariant phase space measure of the 2-massive-particle Hilbert space is

dLIPS1,2 = d̃k1 d̃k2 , d̃ki = d̂4ki θ(k0
i ) δ̂(k2

i +m2
i ) (i = 1, 2) . (2.1)

A covariant way to separate the CM degrees of freedom uses the change of variables,

k1 = 1
2

(
1 + m2

1 −m2
2

s

)
P + k , k2 = 1

2

(
1 + m2

2 −m2
1

s

)
P − k , s ≡ −P 2 > 0 . (2.2)

It follows that

dLIPS1,2 = d̂4P d̂4k θ(P 0) δ̂(2P · k)δ̂(k2 − λ(s,m2
1,m

2
2)/4s) ,

λ(x, y, z) = x2 + y2 + z2 − 2(xy + yz + zx) .
(2.3)

The appearance of λ(x, y, z) should not come as a surprise because

√
s =

√
k2 +m2

1 +
√
k2 +m2

2 ⇐⇒ k2 = λ(s,m2
1,m

2
2)/4s . (2.4)
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In (2.3), the integral measure is converted with unit Jacobian:

dk1 = 1
2

(
1 + m2

1 −m2
2

s

)
dP −

(
m2

1 −m2
2

2s2

)
dsP + dk ,

dk2 = 1
2

(
1 + m2

2 −m2
1

s

)
dP −

(
m2

2 −m2
1

2s2

)
dsP − dk ,

=⇒ d̂4k1d̂
4k2 = d̂4P d̂4k .

(2.5)

The delta functions are also mapped with unit Jacobian since

2P · k = k2
1 +m2

1 − k2
2 −m2

2 , k2 − λ(s,m2
1,m

2
2)

4s = 1
2(k2

1 +m2
1 + k2

2 +m2
2) . (2.6)

Finally, pulling out the CM part from (2.3), and setting Pµ|CM = (
√
s,~0), we obtain

dLIPS1,2|CM ≡ d̂4k δ̂(2P · k)CMδ̂(k2 − λ(s,m2
1,m

2
2)/4s) = |~k|

4
√
s
d̂ΩCM , (2.7)

where |~k| and
√
s are mutually dependent as in (2.4).

Normalizing an operator. Consider any operator X commuting with the translation
generators P. The matrix elements of X can be written as

〈k3, k4|X|k1, k2〉 = N δ̂4(P34 − P12)X34,12 . (2.8)

Here, N is a normalization factor to be determined shortly. In 4d, the operator X and the
matrix elements X34,12 have the same mass dimension if and only if N is dimensionless.

The simplest example is the identity operator:

〈3, 4|I|1, 2〉 = N δ̂4(P34 − P12)I34,12

= 〈3|1〉〈4|2〉 = 4E1E2δ̂
3(~k3 − ~k1)δ̂3(~k4 − ~k2) .

(2.9)

In the CM frame, (2.3) and (2.7) implies that

N I34,12 = 4
√
s

|~k|
δ̂2(k̂34 − k̂12)CM . (2.10)

We find it convenient to fix N such that I34,12 takes the simplest form:

N = 4
√
s

|~k|
=⇒ I34,12 = δ̂2(k̂34 − k̂12)CM . (2.11)

Unitarity for S. Many textbooks tend to switch too quickly from S to T via S = 1 + iT .
We prefer working with S. If we follow the normalization convention in (2.8) and (2.11),

〈k3, k4|S|k1, k2〉 = 4
√
s

|~k|
S34,12 δ̂

4(P34 − P12) , (2.12)

the statement for the unitarity gives∫
d̃k3d̃k4〈1′, 2′|S†|3, 4〉〈3, 4|S|1, 2〉 = 〈1′|1〉〈2′|2〉

=⇒
∫
d̂Ω3,4 S

†
1′2′,34S34,12 = δ̂2(k̂1′2′ − k̂12) .

(2.13)

In the CM frame, S34,12 is a function of k̂34, k̂12, and
√
s.
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Post-Minkowskian quantum mechanics. In perturbative gravity, the dynamics of
two massive bodies exchanging gravitons can be described in a post-Minkowskian framework
with a Hamiltonian of the form

H =
√
~k2 +m2

1 +
√
~k2 +m2

2 − V (~k, ~r) . (2.14)

Here, ~k is the CM momentum and ~r is the relative coordinate between the two massive
bodies canonically conjugate to ~k. In this paper, we assume that a quantum 2-body system
can be described by a Hamiltonian of this form (2.14) and try to extract classical observables
from the quantum amplitudes.

Asymptotic in and out states. In the standard non-relativistic scattering theory [13],
the S-matrix is constructed from asymptotic in(+) and out(−) states, |~k±〉 = Ω±|~k〉, which
converge to the plane wave ei~k·~r in the far past/future, respectively.

The normalized in-states should satisfy the orthogonality and completeness relations:∫
d3r ψin(~k1;~r)∗ψin(~k2;~r) = δ̂3(~k1 − ~k2) ,∫
d̂3k ψin(~k;~r1)ψin(~k;~r2)∗ = δ3(~r1 − ~r2) .

(2.15)

For scalar wave-functions, the out-states can be constructed from the in-states:

ψout(~k, ~r) =
[
ψin(−~k, ~r)

]∗
. (2.16)

It follows that the out-states also satisfy the orthogonality-completeness relations (2.15).
When the particles carry non-zero spin, the wave-functions should form representations

of the SU(2) spin group of the CM frame. We will not discuss spinning particles in detail
in this paper.

S-matrix from asymptotic states. Equipped with the in- and out-states, we can
compute the S-matrix elements in the 3d sense by an overlap integral:

S(~k′,~k) =
∫
d3~r ψout(~k′;~r)∗ψin(~k;~r) . (2.17)

The orthogonality-completeness relations of the in/out-states guarantee unitarity:∫
d̂3k′ S†(~k′′,~k′)S(~k′, ~k) = δ̂3(~k′′ − ~k) . (2.18)

To make contact with the CM kinematics discussed earlier, we separate, in the ~k-space, the
radial dependence from the angular dependence.

S(~k′,~k) = 1
|~k|2

δ̂(|~k′| − |~k|)S(~k′, ~k) . (2.19)

In terms of S, unitarity is stated just as in (2.13),∫
d̂Ω′ S†(~k′′, ~k′)S(~k′,~k) = δ̂2(k̂′′ − k̂) . (2.20)
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Probe limit. The notion of “quantum mechanics in the CM frame” from a 2-body system
is quite general, but for simplicity of computation, our concrete examples will rely on the
probe limit (a.k.a. test-particle limit or no-recoil limit). In view of the general form of
the post-Minkowskian Hamiltonian (2.14), the probe Hamiltonian can be obtained from
the limit,

Hprobe =
√
~k2 +m2

1 − lim
m2→∞

V (~k, ~r) . (2.21)

2.2 KMOC in the CM frame

A major goal of this paper is to establish a connection between the KMOC formula for the
impulse and the partial wave expansion. To do so, we should first review the formula. The
key idea of the KMOC formula can be schematically written as

∆p1 = 〈ψ|S†P1S|ψ〉 − 〈ψ|P1|ψ〉 . (2.22)

Here, |ψ〉 represents the initial state containing information on the two momenta (p1, p2)
and the impact parameter vector b subject to p1 · b = 0 = p2 · b.

The derivation of the KMOC formula includes a discussion on the wave-packets for the
particles and their classical limit (more on this below). After the classical limit is taken,
the wave-packets disappear and leave a concise formula:

(∆p1)µ = ~2

4

∫
d̂4q δ̂(p1 · q)δ̂(p2 · q) eiq·bKµ(p1, p2; q) , (2.23)

where Kµ(p1, p2; q) is defined in two steps:
∫
d̃p3d̃p4〈1′, 2′|S†|3, 4〉(p3 − p1)µ〈3, 4|S|1, 2〉 = K̃µ(1′, 2′; 1, 2) δ̂4(P1′2′ − P12)

=⇒ Kµ(p1, p2; q) = K̃µ(p1 + ~q/2, p2 − ~q/2; p1 − ~q/2, p2 + ~q/2) .
(2.24)

CM frame. So far, we have maintained manifest Lorentz covariance. We can specialize
to the CM frame using the notations developed in section 2.1. The key results can be
summarized as

∆~k = ~2

|~k|2

∫
d̂2q ei~q·

~b ~K(~k, ~q) ,

~K(~k, ~q) =
∫
d̂2k̂2

[
S†(~k3, ~k2)(~k2 − ~k)S(~k2,~k1)

]
,

~k3 = ~k + ~~q/2 , ~k1 = ~k − ~~q/2 .

(2.25)

Here, ~k is the relative 3-momentum in the CM frame for (incoming) particles 1 and 2. It is
understood that the wave-vector ~q is subject to the constraint ~k · ~q = 0, just as the impact
parameter ~b is. The formula (2.25) depends on the energy (

√
s) through the S-matrix.
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Wave packet for classical particles. In the KMOC formulation, the classical limit
requires wave packets for the particles at the intermediate stage. Let us briefly review how
it works. In the non-relativistic setup, we assume a Gaussian wave packet of the form

φ(~k)~b ≡ N e
−(~k−~k0)2/2w2−i~k·~b/~ . (2.26)

The modulation e−i~k·~b/~ accounts for the displacement by ~b in the ~r-space.
In the derivation of the KMOC impulse formula, we encounter the product

φ(~k + ~~q/2)∗ φ(~k − ~~q/2) = |N |2e−(~k−~k0)2/w2−~q2~2/4w2+i~q·~b . (2.27)

The key assumption that defines the classical limit is

~
|~b|
∼ ~|~q| � |~k0| . (2.28)

It allows us to choose the width parameter w within the range,

~
|~b|
� w � |~k0| . (2.29)

This choice effectively results in the replacement,

|N |2e−(~k−~k0)2/w2 → δ̂3(~k − ~k0) , e−~q
2~2/4w2+i~q·~b → ei~q·

~b . (2.30)

After the replacement, the integral reduces to∫
d̂3k3d̂

3k1φ
∗(k3)φ(k1)F (~k, ~q, · · · )

→ ~3
∫
d̂3k d̂3q

[
δ̂3(~k − ~k0)ei~q·~b

]
F (~k, ~q, · · · ) = ~3

∫
d̂3q ei~q·

~b F (~k0, ~q, · · · ) .
(2.31)

Dropping the subscript from ~k0, we arrive at the formula (2.25).
Another crucial implication of the hierarchy of the scales (2.28) is that the angle between

~k3 and ~k1, defined as cosα = k̂3 · k̂1, can be always assumed to be infinitesimal:

α = 2 arctan
(
~|~q|
2|~k|

)
= ~|~q|
|~k|

+O
(
~|~q|
|~k|

)3

. (2.32)

The sub-leading terms will not contribute to the classical impulse, as long as we focus
strictly on the conservative sector.

3 Partial wave expansion with spinors

We review the partial wave expansion in quantum mechanics, with emphasis on a spinor
basis for base amplitudes, following [10, 11]. Our main interest lies in the 2-body quantum
mechanics in the CM frame, but the spinor basis could be used in any quantum mechanics
problem with rotation symmetry.

– 7 –



J
H
E
P
0
6
(
2
0
2
3
)
0
9
6

3.1 Helicity basis

Spinors on the sphere. For a given point on the “Bloch” sphere,

k̂ = (sin θ cosφ, sin θ sinφ, cos θ) , (3.1)

we consider the matrix (k̂ · ~σ) and its decomposition in the eigen-spinor basis,

k̂ · ~σ =
(

cos θ e−iφ sin θ
e+iφ sin θ − cos θ

)
= |k+)(k+| − |k−)(k−| . (3.2)

In labelling the spinors, we removed hats from the unit vectors, as no confusion is likely.
The components of the spinors can be written explicitly as

k̂ · ~σ =
(

cθ/2
e+iφsθ/2

)(
cθ/2 e

−iφsθ/2

)
−
(
−e−iφsθ/2

cθ/2

)(
−e+iφsθ/2 cθ/2

)
=
(
e−iφcθ/2
sθ/2

)(
e+iφcθ/2 sθ/2

)
−
(
−sθ/2
e+iφcθ/2

)(
−sθ/2 e−iφcθ/2

)
.

(3.3)

The shorthand notations are self-explanatory: cθ/2 = cos(θ/2), sθ/2 = sin(θ/2).
In (3.3) we wrote the same result in two different ways for a reason. In the first line,

the components cθ/2 and e±iφsθ/2 are non-singular in the northern hemisphere, while in the
second line, the components sθ/2 and e±iφcθ/2 are non-singular in the southern hemisphere.

The transition between the two hemispheres show that, although the matrix (k̂ · ~σ) is
globally well-defined, the spinors |k±) are only locally well-defined and should be regarded
as sections of a bundle. In a physics language, we may say the spinors are defined up to a
“gauge ambiguity”.

Relations among spinors and their products must be covariant under the gauge ambi-
guity; the l.h.s. and r.h.s. of an equality should transform in the same way. Some products
of the spinors are manifestly free of the gauge ambiguity. Examples include

|k+)⊗ |k−) , |k+)(k+| , |k−)(k−| . (3.4)

When we deal with only two unit vectors at a time, we find it convenient to choose
the coordinate axes such that both unit vectors lie on the (x, z)-plane. We call this choice
“co-planar gauge”. The co-planar gauge can be extended to more than two unit vectors,
provided that they lie on the same great circle on the sphere.

Tensor product and total symmetrization. For an arbitrary choice of k̂, the spinors
|k±) form an orthonormal basis of the spin-1/2 representation. The key idea behind the
spinor technology is simply that it is convenient to build up “spin n” representations from
the tensor product of (2n) copies of the spin-(1/2) representation:

(1/2)⊗2n = n⊕ (smaller reps). (3.5)

To separate the spin-n representation from the rest, we simply project onto the totally
symmetric subspace.
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To illustrate the idea, let us use the standard basis of the n = 1/2 rep,

|+) =
(

1
0

)
, |−) =

(
0
1

)
, (3.6)

as building blocks to construct the basis of higher reps. We propose

|n, a) =
[
|+)n+a|−)n−a

]
ts
, (3.7)

where “ts” stands for the unit-normalized totally symmetric tensor product defined by

[
|+)n+a|−)n−a

]
ts

=
(

2n
a

)−1/2 ∑
S∈DP

S
[
|+)⊗(n+a) ⊗ |−)⊗(n−a)

]
. (3.8)

Here, the permutation S runs over distinct permutations (DP) only, and all terms in the
sum carry unit weight. For example,∑

S∈DP
S
[
|+)⊗2 ⊗ |−)

]
= |+ +−) + |+−+) + | −++) , (3.9)

where the tensor product notation is suppressed on the r.h.s. The normalization factor
in (3.8) simply reflects the number of distinct permutations.

Next, we consider an SU(2) rotation U taking the basis vectors from the ẑ axis to
another axis k̂ along the geodesic. A key point is that the total symmetrization and the
rotation commute such that

Rn−rep|n, a) = (U⊗2n)ts
[
|+)n+a|−)n−a

]
ts

=
[
U |+)n+aU |−)n−a

]
ts

=
[
|k+)n+a|k−)n−a

]
ts
.

(3.10)

In the partial wave analysis, which we will discuss shortly, typical textbook treatments
begin with “momentum direction” basis |k̂〉 and switch to angular momentum basis |n,m)
via spherical harmonics. We will argue that a more efficient alternative is to replace spherical
harmonics by products of spinors.

Spinor basis. Let us introduce a shorthand notation for the “spin n” spinor basis and
their inner product,

|k))na =
[
|k+)n+a|k−)n−a

]
ts
, ((k2|k1))nb,a = ((k2|nb |k1))na . (3.11)

Here and below, n, a, b ∈ 1
2Z, while n− a, n− b ∈ Z. The simplest example of this spinor

product is for a = b = 0:

Pn(cos θ) = ((k2|k1))n0,0 , k̂2 · k̂1 = cos θ . (3.12)

The spinor products will serve as the base amplitudes of the partial wave expansion.
From the fact that (

(k2+|k+
1 ) (k2+|k−1 )

(k2−|k+
1 ) (k2−|k−1 )

)
∈ SU(2) , (3.13)

– 9 –
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it follows that

(k2+|k+
1 ) = (k2−|k−1 )∗ , (k2+|k−1 ) = −(k2−|k+

1 )∗ , (3.14)

which in turn implies that

((k2|k1))nb,a = (−1)b−a((k1|k2))n−a,−b . (3.15)

Wigner and Jacobi. We first recall the definitions of the Wigner D and d matrices:

Dn
b,a(α, β, γ) = (n, b|R(α, β, γ)|n, a) = e−ibαdnb,a(β)e−iaγ ,
R(α, β, γ) = e−iαJze−iβJye−iγJz .

(3.16)

It is clear that our spinor products (3.11) are physically equivalent to Wigner D matrices
upon a suitable mapping of angles. We find it convenient to discuss the d-functions dnb,a(β)
separately from the phase factors e−ibα, e−iaγ .

Suppose we align the two vectors such that(
(k2+|k+

1 ) (k2+|k−1 )
(k2−|k+

1 ) (k2−|k−1 )

)
=
(
cθ/2 −sθ/2
sθ/2 cθ/2

)
=

 d
1/2
1/2,1/2(θ) d

1/2
1/2,−1/2(θ)

d
1/2
−1/2,1/2(θ) d1/2

−1/2,−1/2(θ)

 . (3.17)

The total symmetrization construction suggests that ((k2|k1))nb,a = dnb,a(θ) for all n, a, b. An
explicit proof of this equality and related facts are given in appendix A.

In general, the spinor product takes the form

((k2|k1))nb,a = dnb,a(θ)eiχ , k̂2 · k̂1 = cos θ . (3.18)

The d-function determines the absolute value of the spinor product, but we should also
identify the phase factor. The phase χ depends not only on the vectors k̂1,2 but also on
some auxiliary choices. As we already mentioned, there is a “gauge ambiguity” between
coordinate patches in a fixed coordinate frame. We may also rotate the coordinate axes
slightly while keeping k̂2,1 fixed.

Of course, these auxiliary choices should not affect the physical observables. In a
typical textbook discussion of spinor spherical harmonics and partial wave expansion, these
ambiguities are “gauge-fixed” in some way. We advocate the viewpoint that it is better
to leave the ambiguities unfixed. As long as the two sides of an equality have the same
ambiguity, the equality is valid. We will see below that “living with gauge ambiguity”
simplifies and clarifies many steps in computations.

Orthogonality and completeness for spinors. The Wigner D-matrices are known to
satisfy orthogonality and completeness relations. Let us state the relations in our spinor
notation. The orthogonality can be written as

π

∫
d̂Ωk|k))ma ((k|na = δm,n

2n+ 1 I(2n+1)×(2n+1) . (3.19)

The fact that the l.h.s. is proportional to δm,nI(2n+1)×(2n+1) is a direct consequence of
Schur’s lemma. The normalization is then easily fixed by taking the trace of both sides.
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The completeness relation can be written as

π
∞∑

n=|a|
(2n+ 1)((k2|k1))na,a = δ̂2(k̂2 − k̂1) . (3.20)

Here is the sketch of a proof of (3.20). The l.h.s. is an SU(2) scalar up to the frame
dependence we discussed above. So, up to an overall phase, we can take it to the co-planar
gauge, where we recognize each term in the sum as a Jacobi polynomial. Then, Sturm-
Liouville theory (Christoffel-Darboux formula in particular) applied to Jacobi polynomials
offers a rigorous proof of the completeness. The overall phase is irrelevant when k̂2 6= k̂1
and it vanishes when k̂2 = k̂1, so the proof is gauge-independent.

3.2 Partial wave in the helicity basis

We explain how to rewrite the partial wave expansion in terms of the spinor products. We
begin with the scalar case and proceed to processes with spin.

Partial wave sum for asymptotic states. The partial wave expansion begins with an
identity valid for a free particle wavefunction:

ei
~k·~r =

∞∑
n=0

(2n+ 1)injn(kr)Pn(k̂ · r̂) . (3.21)

In an interacting theory with spherical symmetry, we construct the asymptotic in and out
states, which must approach the plane-wave as ~k · ~r → −∞ (in) or ~k · ~r → +∞ (out).

Recall the asymptotic formula for the spherical Bessel function,

jn(x) ≈ 1
x

sin
(
x− πn

2

)
, x→ +∞ . (3.22)

We normalize the interacting radial wave-function Rn(kr) such that it is real-valued for all
r and that it is approximated by

Rn(x) ≈ 1
x

sin
(
x+ δn −

πn

2

)
, x→ +∞ . (3.23)

With this normalization, we may use the spinor product (3.11) or (3.12) to write the
asymptotic incoming wave as

ψin(~k;~r) =
∞∑
n=0

(2n+ 1)ineiδnRn(kr)((r|k))n0,0 . (3.24)

The wave-function (3.24) is incoming in the sense that, for kr →∞,

eiδnRn(kr) ∼ 1
2ikr

(
−e−i(kr−πn/2) + e2iδne+i(kr−πn/2)

)
. (3.25)

Similarly, we can write the outgoing wave as

ψout(~k;~r) =
∞∑
n=0

(2n+ 1)ine−iδnRn(kr)((r|k))n0,0 . (3.26)
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Using some elementary properties of spinor products,

|−k))n0 = (−1)n|k))n0 , ((r|k))n0,0 = Pn(k̂ · r̂) = ((k|r))n0,0 , (3.27)

we can verify the general relation (2.16) at the partial wave level:

ψin(−~k;~r) =
∞∑
n=0

(2n+ 1)ineiδnRn(kr)((r|−k))n0,0

=
∞∑
n=0

(2n+ 1)(−i)neiδnRn(kr)((k|r))n0,0 =
[
ψout(~k;~r)

]∗
.

(3.28)

Having prepared the asymptotic states, we can use (2.17) and (2.19) to compute the
S-matrix. Using the orthogonality (3.19) adapted to the ~r-space and the normalization of
the radial wave-function in the form∫ ∞

0
r2dr Rn(k′r)Rn(kr) = 1

4k2 δ̂(k
′ − k) , (3.29)

we reach the final expression for the partial wave expansion of the S-matrix,

S(~k′,~k) = π
∞∑
n=0

(2n+ 1)e2iδn((k′|k))n0,0 . (3.30)

Particles with spin: Jacob-Wick helicity basis. To generalize the partial wave
expansion to include the spins of the particles, we will take the spinor product (3.11) as the
“base amplitude” of the Jacob-Wick helicity basis [12].

In the CM frame, the spatial momenta of the two incoming particles are co-linear. The
same holds for the outgoing particles. It makes sense to enumerate the spin states of the
particles according to the helicity with respect to the momentum. Let s1, s2 be the spins of
the two particles. For elastic scattering, it suffices to discuss the incoming particles. The
helicity labels a1,2 run in integer spacing within the range ai ≤ |si|.

In these notations, the S-matrix in the Jacob-Wick basis takes the form

S(~k′, ~k)a3a4
a1a2 = π

∞∑
n=n∗

(2n+ 1)(Mn)a3a4
a1a2((k′|k))na3−a4,a1−a2 . (3.31)

For fixed helicity labels, the sum over n begins at n∗ = max(|a3 − a4|, |a1 − a2|). The size
of the matrix Mn, denoted by d(Mn), depends on n. For n ≥ s1 + s2, it takes the generic
value (2s1 + 1)(2s2 + 1). For smaller n, the value is smaller. In general, d(Mn) is determined
by the two conditions,

|ai| ≤ si , n ≥ |a1 − a2| . (3.32)

With the notations, s+ = s1 + s2, s− = |s1 − s2|, sm = min(s1, s2), we can write down a
concise counting formula:

d(Mn) =


(2n+ 1)(2sm + 1), 0 ≤ n ≤ s− , smin = min(s1, s2)
(2s1 + 1)(2s2 + 1)−m(m+ 1), s− ≤ n ≤ s+ , m = s+ − n
(2s1 + 1)(2s2 + 1), s+ ≤ n

(3.33)

Pictorially, we are counting the lattice points in the shaded area (including the boundary)
in figure 1, which shows an example with s1 = 2, s2 = 3/2, n = 5/2.
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Figure 1. The reduction of the size of the matrix M .

Partial wave unitarity. It is instructive to see how the unitarity, S†S = I, works at the
partial wave level. The conjugate of the S-matrix (3.31) can be written as

S†(~k′′,~k′)a′′1a′′2 a3a4 = π
∞∑

m=m∗
(2n′ + 1)(M †m)a′′1a′′2 a3a4((k′′|k′))ma′′1−a′′2 ,a3−a4,

. (3.34)

In computing S†S, the first step is to integrate over k̂′. The orthogonality (3.19) gives

π

∫
d̂2k′|k′))ma3−a4((k′|na3−a4 = δm,n

2n+ 1 I(2n+1)×(2n+1) , (3.35)

leaving behind the product ((k′′|k))na′′1−a′′2 ,a1−a2
. The second step is to require the unitarity

for M (for elastic scattering) in the sense that∑
a3,a4

(M †n)a′′1a′′2 a3a4(Mn)a3a4
a1a2 = δa

′′
1 a1δ

a′′2 a2 . (3.36)

The final step uses the completeness relation (3.20), which yields

π
∞∑

n=|a1−a2|
(2n+ 1)((k′′|k))na1−a2,a1−a2 = δ̂2(k̂′′ − k̂) . (3.37)

The lower bound of the sum in (3.37) is compatible with the reduction of the size of the
matrix Mn in (3.33).

In summary, we have shown that the partial wave unitary (3.36), taking the reduc-
tion (3.33) into account, ensures the unitarity in the standard form,∑

a3,a4

∫
d̂Ω′ S†(~k′′,~k′)a′′1a′′2 a3a4S(~k′,~k)a3a4

a1a2 = δa
′′
1 a1δ

a′′2 a2 δ̂
2(k̂′′ − k̂) . (3.38)

Charge-monopole scattering. The Jacob-Wick helicity basis conveniently captures
both the orbital angular momentum and the spins of the particles. It was shown in [11] that
the same basis can also capture the angular momentum produced by the electromagnetic
fields of the charge-monopole system. For electric charge e and magnetic charge g, the
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quantized angular momentum is h = eg/4π~. To incorporate its effect in the partial wave
expansion, one simply shifts the helicity of the incoming and outgoing particles by

S(~k′, ~k)a3a4
a1a2 = π

∞∑
n=n∗

(2n+ 1)(Mn)a3a4
a1a2((k′|k))na3−a4−h,a1−a2+h . (3.39)

The reduction of the size of M should be modified accordingly. In section 5, we will study
in detail a simple example where the charge and the monopole have both spin zero.

4 Classical impulse from partial wave

In the scalar case, the dynamics of the system is encoded in the partial wave phase e2iδn .
The standard WKB argument shows that the large n limit of 2δn gives the radial action of
the classical mechanics. In the amplitude context, the use of the radial action was advocated
in [14]. Here, we review some key aspects of the radial action.

4.1 Radial action

When the Hamiltonian depends only on ~r2 and ~p2, the conservation of energy and angular
momentum leads to a relation

p2
r + L2

r2 = f(E, r) , pr = m
dr

dt
, L = mr2dφ

dt
. (4.1)

In Newtonian mechanics, we have

f(E, r) = 2m(E − V (r)) = k2 − 2mV (r) , (4.2)

where V (r) is the potential. The relation (4.1) is equally valid in the post-Minkowskian
setting with a suitable modification of f(E, r). For example, for a Coulomb-like system,

p2
r + L2

r2 +m2 =
(√

k2 +m2 − V (r)
)2

. (4.3)

Solving the relation (4.1) for pr and using the dispersion relation E(k), in what follows we
regard pr as a function of k, L and r.

The radial action is a regularized round-trip integral of prdr from the turning point
(where pr = 0) to infinity:

I(k, L) = 2 lim
R→∞

(∫ R

rmin
prdr − kR

)
. (4.4)

This expression is good for a fast-falling potential. For the Coulomb potential, V (r) ∼ r−1,
we should further subtract a log(kR) term.

The radial action is related to the scattering angle θ = π −∆φ through

dφ = dφ

dr
dr = pφ

pr
dr =⇒ ∆φ = 2

∫ ∞
rmin

dφ = 2
∫ ∞
rmin

L/r2

pr
dr = − ∂I

∂L
. (4.5)
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In other words,

θ = θ∗(L) = ∂

∂L
[πL+ I(k, L)] = ∂

∂L
Î(L) . (4.6)

A Legendre transform then gives the inverse relation,

Q(θ) = Î(L)− θL = I(L) + (π − θ)L =⇒ L = L∗(θ) = − ∂

∂θ
Q(θ) . (4.7)

4.2 Coulomb scattering

As a concrete example of the scalar scattering, and to set a reference for the charge-
monopole scattering in the next section, we review the relativistic Coulomb scattering,
following [9] closely.

Classical trajectory. The classical equation of motion can be solved in the standard
way. The scattering solution is given by, for example, [15]

1
r

=
√
E2L2 −m2 (L2 − α2)

(L2 − α2)2 cos

√1−
(
α

L

)2
(φ− φ0)

+ Eα

L2 − α2 , (4.8)

where E is the conserved energy, L is the conserved angular momentum, and α is the
classical coupling constant. The sign convention is such that α > 0 corresponds to an
attractive potential.

It is useful to replace E and L by dimensionless parameters as

E = m cosh ρ , α = L sin ξ . (4.9)

The net change of φ between the two asymptotic r →∞ regions can be written as

cos
(∆φ

2 cos ξ
)

= − cosh ρ sin ξ√
sinh2 ρ+ sin2 ξ

. (4.10)

Equivalently, we may write

∆φ
2 cos ξ = π

2 + arctan
( tan ξ

tanh ρ

)
. (4.11)

The scattering angle in our convention is θ = π − ∆φ, so that θ > 0 means a repulsive
interaction, while θ < 0 means an attractive interaction. In the repulsive case, θ remains
smaller than π. In the attractive case, the trajectory can wind around the nucleus multiple
times and make θ arbitrarily negative; see figure 2.

Radial action. We use the form of the radial action in (4.3) with V (r) = −α/r. We
need to evaluate the integral,

∫
pr dr =

∫ [(
E + α

r

)2
− L2

r2 −m
2
]1/2

dr =
∫ [

1 + 2η
z
− ν2

z2

]1/2

dz , (4.12)
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Figure 2. (∆φ/π) as a function of (ξ/π) for ρ = 0.1. Here, ξ > 0 represents an attractive interaction,
while ξ < 0 represents a repulsive interaction.

where we introduced short-hand notations z = kr, ν =
√
L2 − α2 = L cos ξ, η = Eα/k.

Regulating and evaluating the integral, we obtain

I(k, L) = 2 lim
R→∞

(∫ R

rmin
prdr − kR− η log(2kR)

)

= −νπ − 2ν arctan
(
η

ν

)
− η

[
log

(
ν2 + η2

)
− 2

]
.

(4.13)

As a consistency check, inserting this into (4.5), we recover (4.11).

In and out states. We start with the time-independent Klein-Gordon equation,[(
E + α

r

)2
+∇2 −m2

]
ψ(~r) = 0 , E =

√
k2 +m2 . (4.14)

We assume the partial wave ansatz (3.24):

ψin(~k;~r) =
∞∑
n=0

(2n+ 1)ineiδnRn(kr)((r|k))n0,0 .

The radial equation for Ln(z = kr) = zRn(z) is

z2L′′n(z) +
[
z2 + 2ηz − ν(ν + 1)

]
Ln(z) = 0 , (4.15)

where the parameters η and ν are defined as

η = Eα/k , ν(ν + 1) = n(n+ 1)− α2 . (4.16)

Up to a mapping of parameters, the relativistic Coulomb equation (4.15) take the same
form as the non-relativistic one, which in turn is identified with the Whittaker equation. In
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our convention, the normalized radial wave-function is given by [16, 17]

Rn(z) = eπη/2|Γ(ν − iη + 1)|
Γ(2ν + 2) (2z)νeizM(ν − iη + 1, 2ν + 2,−2iz) , (4.17)

where M(a, b, z) = 1F1(a; b; z) is Kummer’s confluent hypergeometric function. Despite its
appearance, Rn(z) is real-valued for real z. The large z limit of Rn(z) is known to be

Rn(z) ≈ 1
z

sin
[
z + η log(2z)− ν

2π + arg Γ(ν − iη + 1)
]
. (4.18)

S-matrix, phase shift, scattering angle. Comparing (4.18) to the general definition
of the phase shift δn in (3.23) and disregarding the famous log(2z) tail, we obtain

2δn = (n− ν)π + 2 arg Γ(ν − iη + 1) . (4.19)

In the large n limit, we can use Stirling’s approximation for the Γ function to find

2δn ≈ (n− ν)π − 2ν+ arctan
(
η

ν

)
− η

[
log

(
ν2 + η2

)
− 2

]
. (4.20)

We define the classical limit by taking n→∞, α→∞, ~→ 0 while keeping fixed

Lcl = n+~ , αcl = α~ , νcl = ν+~ = (ν + 1/2)~ . (4.21)

Comparing (4.20) and (4.13), we confirm that (2δn)~ converges to πL+ I(k, L) such that

θ = 2dδn
dn

∣∣∣∣
cl
. (4.22)

This relation will play a central role in the coming subsections.

4.3 KMOC via Clebsch-Gordan

In this and the next subsections, we explain how to combine the KMOC formula with the
partial wave expansion. For simplicity, we focus on the scalar case.

Classical impulse from classical mechanics. Classically, the conservation of orbital
angular momentum dictates that the impulse lies in the plane spanned by ~k and ~b:

∆~k = (cos θ − 1)~k + sin θ|~k|b̂ . (4.23)

The scattering angle θ is a function of |~k| and |~b|.
For a later purpose, it is useful to take the Fourier transform of the components.

∆~k = |~k|
∫
d̂2q ei~q·

~b
(
F0(~q)k̂ + F2(~q)q̂

)
. (4.24)

Projecting out components, taking the inverse transform, and using the defining property
of the Bessel function with b̂ · q̂ = cosφ,∫

dφ e−iz cosφeinφ = 2π(−i)nJn(z) , (4.25)

we find

F0 =
∫
d2b e−i~q·

~b(cθ − 1) = 2π
∫ ∞

0
db b (cθ − 1) J0 (qb) ,

F2 =
∫
d2b e−i~q·

~b(q̂ · b̂)sθ = −2πi
∫ ∞

0
db b sθ J1 (qb) .

(4.26)

In the last step, to avoid clutter, we replaced |~b| by b and |~q| by q.
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Classical impulse from quantum amplitude. Recall the impulse formula (2.25),

∆~k = ~2

|~k|2

∫
d̂2q ei~q·

~b ~K(~k, ~q) ,

~K(~k, ~q) =
∫
d̂2k̂2

[
S†(~k3,~k2)(~k2 − ~k)S(~k2, ~k1)

]
, ~k3 = ~k + ~~q/2 , ~k1 = ~k − ~~q/2 .

Recall also the partial wave expression (3.30) for the S-matrix,

S(~k′,~k) = π
∞∑
n=0

(2n+ 1)e2iδn((k′|k))n0,0 .

The well known recursion relation for Legendre polynomials,

(2n+ 1)xPn(x) = (n+ 1)Pn+1(x) + nPn−1(x) , (4.27)

implies a Clebsch-Gordan relation for the spinor products,

(2n+ 1)(k̂′ · k̂)((k′|k))n0,0 = (n+ 1)((k′|k))n+1
0,0 + n((k′|k))n−1

0,0 . (4.28)

Applying this relation to k = k±, we can compute

~k · ~K = 1
2(~k3 + ~k1) · ~K

= π|~k3|2
∞∑
n=0

(n+ 1) [cos 2(δn+1 − δn)− 1] [Pn+1(α) + Pn(α)]

+ 4π2
(
|~k3|2 − |~k|2

)
δ2
(
~~q
|~k|

)
,

(4.29)

where cosα = k̂3 · k̂1. Similarly,

~~q · ~K = (~k3 − ~k1) · ~K

= 2iπ|~k3|2
∞∑
n=0

(n+ 1) sin 2(δn+1 − δn) [Pn+1(α)− Pn(α)] .
(4.30)

We can also show that, in this simple setting,

(~k × ~q) · ~K = 0 . (4.31)

We are now ready to take the classical limit in the sense that

n→∞, ~→ 0, n+~ ≡ (n+ 1/2)~ = |~k||~b| = (fixed) . (4.32)

In terms of the partial wave sum, the classical limit is simply a continuum limit,

∑
n

→
∫
dn+ = |

~k|
~

∫
db . (4.33)
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The factors in the “integrand” become

n+ 1 ≈ |
~k|
~
|~b| , δn+1 − δn ≈

dδn
dn

∣∣∣∣
cl
≡ 1

2θcl . (4.34)

The most non-trivial step of the classical limit concerns Pn(α). As we observed in (2.32), it
is sufficient to focus on the small angle limit (α� 1), where

Pn(α) ≈ J0(n+α) ≈ J0(qb) . (4.35)

Then the sum in (4.29) becomes
∞∑
n=0

(n+ 1) [cos 2(δn+1 − δn)− 1] [Pn+1(α) + Pn(α)]

→ 2|~k|2

~2

∫ ∞
0

db b (cos θcl − 1) J0 (qb) .

(4.36)

The delta-function term in (4.29) is O(~0) and does not contribute to the classical impulse.
The sum in (4.30) is slightly more interesting. Note that

Pn+1(α)− Pn(α) ≈ d

dn+
J0(n+α) = −αJ1(n+α) = −~|~q|

|~k|
J1 (qb) . (4.37)

Then, the sum becomes
∞∑
n=0

(n+ 1) sin 2(δn+1 − δn) [Pn+1(α)− Pn(α)]

→ −~|~q|
|~k|
|~k|2

~2

∫ ∞
0

db b (sin θcl) J1 (qb) .
(4.38)

Let us summarize what we have done so far. From (4.29) and (4.36), we find

(k̂ · ~K)|cl = 2π|~k|3

~2

∫ ∞
0

db b (cos θcl − 1) J0 (qb) . (4.39)

From (4.30) and (4.38), we find

(q̂ · ~K)|cl = −2πi|~k|3

~2

∫ ∞
0

db b (sin θcl) J1 (qb) . (4.40)

These formulas agree perfectly with their classical counterparts (4.24), (4.26):

1
k

(k̂ · ~K)|cl = k2

~2F0 ,
1
k

(q̂ · ~K)|cl = k2

~2F2 . (4.41)

4.4 KMOC via saddle point

Saddle point method review. For simplicity, we focus on the scalar scattering. The
way the saddle point method works is similar to how to evaluate a partition function in
statistical mechanics. We regard the S-matrix as a (complex-valued) partition function,

S(k, θ) = 2π
∞∑
n=0

n+e
2iδnPn(cos θ) . (4.42)
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We also make some simplifying assumptions:

δn+1 − δn > 0 , δn+1 − 2δn + δn−1 < 0 . (4.43)

Physically, it means that the scattering is repulsive, so that only the winding number
sector contributes. We expect that a generalization to a non-zero winding number will be
straightforward.

For a fixed value of θ, the dominant contribution to the sum can be identified from the
asymptotic formula for n+ � 1,

e2iδnPn(cos θ) ≈ e2iδn

(
θ

sin θ

)1/2
J0(n+θ)

≈ 1√
2πn+ sin θ

(
e2iδn−in+θ+πi/4 + · · ·

)
.

(4.44)

It follows that the saddle point condition is

θ = d

dn
(2δn) ≈ 2(δn+1 − δn) . (4.45)

Pushing the statistical mechanics analogy further, we can compare the two ways to
compute the expectation value of n+:

〈n+〉 = 2π
S

∑
n

n2
+e

2iδnPn(cos θ) ,

[n+] = 2π
S

∑
n

n+e
2iδn [i∂θPn(cos θ)] = S−1(i∂θS) .

(4.46)

The two values are not strictly equal, but in the classical limit, they converge to the same
value1 with a relative error scaling as some negative power of 〈n+〉. This expectation value
leads to a way to reproduce the classical relation θ(b), alternative to (4.45),

kb∗(θ) = S−1(i~∂θS) . (4.47)

The final result for the saddle point approximation is

S(θ) ≈ 2πk
~

(
b∗(θ)|b′∗(θ)|

sin θ

)1/2
exp [iQ(θ)/~ + iλ] . (4.48)

Here, Q(k, θ) is a Legendre transform of the radial action as in (4.7):

Q(k, θ) = Î(k, kb∗(θ))− kb∗(θ)θ , (4.49)

and b∗(θ) is determined by (4.6) as

θ = ∂Î

∂L

∣∣∣∣∣
L=kb∗(θ)

. (4.50)

The prefactor of (4.48) and the phase λ are all fixed by the saddle point evaluation of
the integral which originates from the continuum limit of the sum over n. The phase λ is
independent of θ, so it will not affect physical observables.

1It is amusing to test this statement numerically. The partial wave sum converges extremely slowly, so an
algorithm to accelerate convergence, such as the Shanks transformation [18, 19], is strongly recommended.
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KMOC from the saddle point. We are ready to apply the saddle point approximation
to the KMOC formula.

~kout = ~2

k2

∫
d̂2q ei~q·

~b ~Kout(~k, ~q) ,

~Kout(~k, ~q) =
∫
d̂2k2

[
S†(~k3, ~k2)~k2S(~k2,~k1)

]
, ~k3 = ~k + ~~q/2 , ~k1 = ~k − ~~q/2 .

The displacement ~k → ~k − ~~q/2 changes the angle θ by

cos(θ + δθ) ≈
~k2 · (~k − ~~q/2)

|~k|2
=⇒ sin θ δθ = ~

2k k̂2 · ~q . (4.51)

We use the relation (4.47) to get

S(~k2, ~k1) ≈ S(~k2,~k) exp
[−ib∗(θ)

2 sin θ k̂2 · ~q
]
. (4.52)

Similarly, we find

S†(~k3, ~k2) ≈ S†(~k,~k2) exp
[−ib∗(θ)

2 sin θ k̂2 · ~q
]
. (4.53)

Combining the two, we obtain

~Kout(~k, ~q) ≈
∫
d̂2k2 ~k2 |S(~k2, ~k1)|2 exp

[−ib∗(θ)
sin θ k̂2 · ~q

]
. (4.54)

Next, we perform the q-integral, which produces the delta-function,

δ2
(
k̂2⊥
sin θ b∗(θ)−

~b

)
. (4.55)

In general, we can write

k̂2 = k̂ cos θ + k̂2⊥ = k̂ cos θ + b̂ sin θ cosφ+ (k̂ × b̂) sin θ sinφ . (4.56)

Now the k̂2 integral is completely localized by the delta-function,

∫ sin θdθdφ
(2π)2 δ2

(
k̂2⊥
sin θ b∗(θ)−

~b

)
= 1

(2π)2
sin θ

b∗(θ)|b′∗(θ)|

∣∣∣∣
b∗(θ)=b

. (4.57)

Finally, combining (4.48) and the |S|2 factor in (4.54), we confirm that

k̂2(k, b) = [cos θ∗(k, b)] k̂ + [sin θ∗(k, b)] b̂ . (4.58)

In summary, the KMOC formula is guaranteed to reproduce the classical impulse, provided
that the partial wave phase converges to the radial action in the classical limit, and that
the saddle point is isolated and non-degenerate.
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Figure 3. A schematic description of the charge-monopole scattering in the probe limit. The initial
momentum is in the ẑ-direction, the leading order impulse is in the φ̂-direction.

5 Charge-monopole scattering

As a simple but non-trivial example of a not purely scalar scattering problem, we revisit the
charge-monopole scattering. In the probe limit, both the classical equation of motion and
the quantum wave equation are exactly solvable [7, 8]. Compared to the Coulomb scattering,
a notable difference is that the classical impulse is characterized by two scattering angles (as
opposed to one), as indicated in figure 3. To the best of our knowledge, how to reproduce
both angles from a quantum amplitude has not been discussed in the literature. We fill this
gap by combining our spinor-based partial wave expansion and the KMOC formula.

5.1 Classical impulse

Trajectory. We begin with a brief review of the classical trajectory. As explained in [7, 8],
the non-relativistic problem is exactly solvable. In the probe limit, the relativistic problem
differs from the non-relativistic one only through the definition of the momentum. So, the
classical trajectory remains essentially the same. The conserved energy is simply

E =
√
k2 +m2 , k = |~k| . (5.1)

In this section, we denote the asymptotic incoming momentum by ~k and the dynamical
(non-constant) momentum by ~p. The conserved angular momentum includes the orbital
and field contributions:

~J = ~L+ ~M , ~L = ~r × ~p , ~M = − eg4π r̂ = −hclr̂ . (5.2)
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A peculiar feature of this problem is that the trajectory of the probe particle is confined on
a cone:

Ĵ · r̂ = − sin ξ , tan ξ = hcl

|~k||~b|
≡ κ . (5.3)

The relativistic kinematics enters only through the definition of the 4-momentum. Otherwise,
the relativistic problem is the same non-relativistic one. In particular, the scattering angles
depend only on ξ defined in (5.3) but not on k.

Radial action. Refs. [7, 8] showed how to map the classical trajectory on the cone to
the plane orthogonal to ~J . Let (ρ, ψ) be the polar coordinates of the plane. The dynamics
is encoded by an effective Hamiltonian which leads to a relation,

p2
ρ + J2 − h2

ρ2 = k2 . (5.4)

The radial action for ρ gives the deflection of ψ.

I(k, J) = 2 lim
ρmax→∞

(∫ ρmax

ρmin
pρ dρ− kρmax

)
= −π

√
J2 − h2 .

=⇒ ∆ψ = − ∂I
∂J

= π
J√

J2 − h2
= π

cos ξ .
(5.5)

Impulse. Let ~k and ~k′ be the initial and final asymptotic momenta, and ∆~k = ~k′ − ~k.
The exact impulse formula can be written as

∆~k = (cθ − 1)~k + c2|~k|b̂+ c1(~k × b̂) . (5.6)

Using the cone-to-plane map of [7, 8], one can show that the scattering angle θ defined by
k̂ · k̂′ = cos θ is related to ξ and ∆ψ = π/ cos ξ non-linearly as

cos θ = − cos2 ξ cos
(

π

cos ξ

)
− sin2 ξ .

=⇒ cos2(θ/2) = cos2 ξ sin2
(

π

2 cos ξ

)
.

(5.7)

Th other two coefficients can be determined by

(~k + ~k′) · ~J = 0 , c2
1 + c2

2 = sin2 θ

=⇒ c1 = sin ξ cos ξ
[
1− cos

(
π

cos ξ

)]
, c2 = cos ξ sin

(
π

cos ξ

)
.

(5.8)

The sign of c2 is fixed by the fact that ∆ψ = π/ cos ξ > π.
Perturbatively, we can compute ∆~k order by order in κ ≈ ξ ≈ θ/2. To the leading

order in κ, we obtain

∆~k(1) = 2κ(~k × b̂) . (5.9)

At the κ2 order, we find

∆~k(2) = −2κ2~k − π

2κ
2|~k|b̂ . (5.10)

One can try to reproduce these results starting form a classical perturbation theory; see
appendix B. Amusingly, the perturbative computation turns out to be substantially more
complicated than solving the equation of motion exactly

– 23 –



J
H
E
P
0
6
(
2
0
2
3
)
0
9
6

Fourier transform. As before, we consider the Fourier transform of the non-perturbative
impulse formula (5.6):

∆~k = |~k|
∫
d̂2q ei

~b·~q
(
F0k̂ + F2q̂ + F1(k̂ × q̂)

)
, Fi = Fi(~k, ~q, hcl) , hcl = eg

4π . (5.11)

Taking the inverse Fourier-transform and projecting out components, we find

F0 =
∫
d2b e−i

~b·~q(cθ − 1) = 2πh2
cl

|~k|2

∫ ∞
0

dxx(cθ − 1)J0

(
hcl|~q|
|~k|

x

)
,

F2 =
∫
d2b e−i

~b·~q(b̂ · q̂) c2 = −i2πh
2
cl

|~k|2

∫ ∞
0

dxx c2 J1

(
hcl|~q|
|~k|

x

)
,

F1 =
∫
d2b e−i

~b·~q(b̂ · q̂) c1 = −i2πh
2
cl

|~k|2

∫ ∞
0

dxx c1 J1

(
hcl|~q|
|~k|

x

)
,

(5.12)

where x = cot ξ comes from the definition of ξ in (5.3).

5.2 Wave equation and S-matrix

Wave equation. In the probe limit, the only difference between the Schrödinger equation
and the Klein-Gordon equation is the E(~k) dispersion relation. In both cases, the wave
equation reads

~D2ψ(~r) =
(
∇− ie ~A

)2
ψ(~r) = −k2ψ(~r) . (5.13)

The magnetic field of the monopole is assumed to be

~B = g

4π
r̂

r2 . (5.14)

The vector potential is given by

~AN = g

4π
ẑ × r̂
r + z

= g

4πr

(1− cos θ
sin θ

)
φ̂ ,

~AS = − g

4π
ẑ × r̂
r − z

= g

4πr

(−1− cos θ
sin θ

)
φ̂ .

(5.15)

The gauge transformation between the two hemispheres is given by

e ~AN − e ~AS = eg

2π
φ̂

r sin θ = ∇(2hφ) , h = eg

4π , ψN/ψS = e+2ihφ . (5.16)

The total angular momentum operator satisfies

~J = ~r ×
(
−i ~D

)
− h r̂ =⇒ ~J 2 − h2 = r2(−i ~D)2 + (~r · ∇)2 + ~r · ∇ . (5.17)

It follows that the wave equation can be solved by separation of variables.

ψ(~r) = R(kr)Y (θ, φ) , ~J 2Y = n(n+ 1)Y ,(
−1
r
∂2
r r + n(n+ 1)− h2

r2

)
R = k2R .

(5.18)

– 24 –



J
H
E
P
0
6
(
2
0
2
3
)
0
9
6

The angular part Y is spanned by the monopole spherical harmonics Y n
h,m or equivalently

Wigner D-matrices. We prefer using the spinor products introduced in section 3.1. The
normalized radial wave function is the spherical Bessel function jl(kr) with the index l
being the positive root of

l(l + 1) = n(n+ 1)− h2 . (5.19)

Asymptotic in and out states. The in-states can be written as

ψin(~k;~r)h = eiπh
∞∑

n=|h|
(2n+ 1)ineiπ(n−l)/2jl(kr)((r|k))n−h,h . (5.20)

The phase shift, δn = π(n− l)/2, follows from the asymptotic formula for jl(kr) in (3.22)
generalized to non-integer indices. The gauge transformation (5.16) requires that the
angular wave-function should be ((r|k))n−h,h. The overall phase eiπh has been fixed such that
the incoming wave e−ikr terms all have the same phase as in the partial wave expansion of
the free theory. Similarly, the out-state can be written as

ψout(~k;~r)h =
∞∑

n=|h|
(2n+ 1)ine−iπ(n−l)/2jl(kr)((r|k))n−h,−h . (5.21)

Unlike (5.20), it does not carry an h-dependent overall phase.
The in-states (5.20) and the out-states (5.21) satisfy a relation of the form

ψout(~k, ~r)h = eihχ
[
ψin(−~k,~r)−h

]∗
. (5.22)

The phase χ is gauge-dependent, but it will not affect the S-matrix.
By construction, the in and out states are properly normalized. The orthogonality (3.19)

and the completeness (3.20) relations for spinors, as well as the orthogonality relation (A.12)
for spherical Bessel functions, leads to a simple proof of the orthogonality of the in-states.
Essentially the same proof holds for the completeness relation.

S-matrix. Plugging (5.20) and (5.21) into (2.17), and running it through (2.19), we
obtain

S(~k2,~k1) = πeiπh
∞∑

n=|h|
(2n+ 1)e2iδn((k2|k1))n−h,h , 2δn = π(n− l) . (5.23)

Compared to the scalar case, it shows two notable features. The sum over n begins at n = |h|
rather than 0, and the base amplitude is ((k2|k1))n−h,h instead of ((k2|k1))n0,0 = Pn(k̂2 · k̂1).
The overall phase eiπh will drop out of the computation of the classical impulse.
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5.3 Clebsch-Gordan approach

In this subsection, we generalize the Clebsch-Gordan approach explained in section 4.3 to
the charge-monopole scattering. We start again with the master formula (2.25):

∆~k = ~2

|~k|2

∫
d̂2q ei~q·

~b ~K(~k, ~q) ,

~K(~k, ~q) =
∫
d̂2k̂2

[
S†(~k3, ~k2)(~k2 − ~k)S(~k2,~k1)

]
,

~k3 = ~k + ~~q/2 , ~k1 = ~k − ~~q/2 ,

and the S-matrix for the charge-monopole scattering (5.23):

S(~k2,~k1) = πeiπh
∞∑

n=|h|
(2n+ 1)e2iδn((k2|k1))n−h,h , 2δn = π(n− l) .

Compared to the scalar case, a crucial difference is that (~k × ~q) · ~K no longer vanishes.
In what follows, we will compute three terms:

A0 = ~k · ~K = 1
2(~k3 + ~k1) · ~K ,

A2 = ~~q · ~K = (~k3 − ~k1) · ~K ,

A1 = (~k × ~~q) · ~K = (~k1 × ~k3) · ~K .

(5.24)

Under the “parity” operation which flips the sign of hcl = eg/4π, A0 and A2 are even
whereas A1 is odd. We work out the even terms first and proceed to the odd term.

Parity even terms. The computation of (5.24) requires Clebsch-Gordan relations in
the monopole background. As before, our strategy is to choose a suitable relation for the
Wigner d-matrices and to promote it to a relation for spinor products by “covariantization”.
For the parity even terms, the desired CG relation for d-matrices is given in (A.8). The
covariant relation is then

(2n+ 1)(k̂′ · k̂)((k′|k))n−h,h = fhn+1((k′|k))n+1
−h,h + fhn ((k′|k))n−1

−h,h − g
h
n((k′|k))n−h,h ,

fhn = n− h2

n
, ghn = h2

n
+ h2

n+ 1 .
(5.25)

Using the orthogonality relation, we obtain

A− = ~k1 · ~K

= π|~k1|2
∑
n1,n3

e2i(δn1−δn3 )((k3|k1))n3
h,h

[
fhn1+1δn3,n1+1 − ghn1δn3,n1 + fhn1δn3,n1−1

]
− |~k|2δ̂2(k̂3 − k̂1) .

(5.26)

Similarly,

A+ = ~k3 · ~K

= π|~k3|2
∑
n1,n3

e2i(δn1−δn3 )((k3|k1))n3
h,h

[
fhn3+1δn1,n3+1 − ghn3δn1,n3 + fhn3δn1,n3−1

]
− |~k|2δ̂2(k̂3 − k̂1) .

(5.27)
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Taking the “symmetric” and “anti-symmetric” parts, we obtain

A0 = 1
2(A+ +A−) = A

(a)
0 +A

(b)
0 +A

(c)
0

A
(a)
0 = −π|~k3|2

∞∑
n=|h|

ghn((k3|k1))nh,h ,

A
(b)
0 = −π|~k3|2

∞∑
n=|h|

fhn+1 [cos(π∆l)− 1]
[
((k3|k1))n+1

h,h + ((k3|k1))nh,h
]
,

A
(c)
0 = −|~k|2δ̂2(k̂3 − k̂1) ,
A2 = A+ −A−

= 2πi|~k3|2
∞∑

n=|h|
fhn+1 sin(π∆l)

[
((k3|k1))n+1

h,h − ((k3|k1))nh,h
]
.

(5.28)

We defined ∆l by

∆l = l′ − l , (l′ + 1/2)2 = (n+ 3/2)2 − h2 . (5.29)

Classical limit. Now, we temporarily gauge-fix the spinor products to express them as
Wigner d-matrices with the relative angle between ~k1 and ~k3:

((k3|k1))nh,h → dnh,h(α) , cosα = k̂1 · k̂3 . (5.30)

As we observed earlier in the scalar case, the angle α is infinitesimal in the classical limit.
In the prefactor, |~k+|2 can be safely replaced by |~k|2.

The classical limit is essentially the continuum limit:∑
n

→
∫
dn+ = h

∫
d

( 1
sin ξ

)
. (5.31)

The factors in the “integrand” become

ghn = h2

n
+ h2

n+ 1 ≈ 2h sin ξ , fhn = n− h2

n
≈ h cos2 ξ

sin ξ , ∆l ≈ dl

dn
≈ 1

cos ξ .
(5.32)

The most non-trivial step of the classical limit concerns dnh,h(α). It is sufficient to focus on
the small angle limit (α� 1), where

dnh,h(α) ≈ J0(l+α) = J0(hα cot ξ) , l+ ≡ l + 1/2 =
√

(n+ 1/2)2 − h2 . (5.33)

A derivation of this approximation formula is given in appendix A.
We are ready to take the continuum limit of the three sums in (5.28). Let us work

them out one by one. First, we have

A
(a)
0 ≈ −2πh2|~k|2

∫
d

( 1
sin ξ

)
(sin ξ)J0(hα cot ξ)

= −2πh2|~k|2
∫
dxx(sin2 ξ)J0(hαx) ,

(5.34)
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where x = cot ξ, and ξ is now understood as a function of x. Similarly, we find

A
(b)
0 ≈ −2πh2|~k|2

∫
d

( 1
sin ξ

) cos2 ξ

sin ξ cos
(

π

cos ξ

)
J0(hα cot ξ)

= −2πh2|~k|2
∫
dxx

[
cos2 ξ cos

(
π

cos ξ

)]
J0(hαx) .

(5.35)

The anti-symmetric part is slightly more interesting. Note that

dn+1
h,h (α)− dnh,h(α) ≈ dx

dn

d

dx
J0(hαx) = −

(
α

cos ξ

)
J1(hαx) . (5.36)

Then, the sum becomes

A2 ≈ −2πih2|~k|2
∫
d

( 1
sin ξ

) cos2 ξ

sin ξ sin
(

π

cos ξ

)(
α

cos ξ

)
J1(hα cot ξ)

= −2πih2|~~q||~k|
∫
dxx

[
cos ξ sin

(
π

cos ξ

)]
J1(hαx) .

(5.37)

The argument of the Bessel functions remains finite in the classical limit:

α = 2 arctan
(
~|~q|
2|~k|

)
≈ ~|~q|
|~k|

, hcl = h ~ =⇒ hαx = hcl|~q|
|~k|

. (5.38)

Comparing these with the integrals in (5.12), we find a perfect agreement:

1
k

(k̂ · ~K)|cl = k2

~2F0 ,
1
k

(q̂ · ~K)|cl = k2

~2F2 . (5.39)

Parity odd term. Let us proceed to the parity odd term A1 in (5.24). To begin with,
using the spinor notation, we can compute (~k1 × ~k3) · ~k2:

(k̂1 × k̂3) · k̂2 = 1
4itr

(
[k̂1 · ~σ, k̂3 · ~σ](k̂2 · ~σ)

)
= 2i[(k3−|k−2 )(k3+|k−2 )(k2−|k−1 )(k2−|k+

1 )
− (k3+|k+

2 )(k3−|k+
2 )(k2+|k+

1 )(k2+|k−1 )] .

(5.40)

It is convenient to separate A1 into A−1 and A+
1 which correspond to the k2− term and the

k2+ term in (5.40), respectively. The Clebsch-Gordan relation for A−1 is given in (A.9). The
covariant relation is

2(2n+ 1)(k′−|k−)(k′−|k+)((k′|k))n−h,h
= khn+1((k′|k))n+1

−h−1,h + (khn + lhn)((k′|k))n−h−1,h + lhn−1((k′|k))n−1
−h−1,h ,

(5.41)

where we defined

khn = −
(

1 + h

n

)√
(n− h)(n+ h+ 1),

lhn =
(

1− h

n+ 1

)√
(n− h)(n+ h+ 1) .

(5.42)
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For A+
1 , the covariant version of the Clebsch-Gordan relation (A.10) is

2(2n+ 1)(k′+|k+)(k′+|k−)((k′|k))n−h,h
= k−hn+1((k′|k))n+1

−h+1,h + (k−hn + l−hn )((k′|k))n−h+1,h + l−hn−1((k′|k))n−1
−h+1,h .

(5.43)

The coefficients on the r.h.s. of (5.41) and (5.43) are related by h→ −h.
Using the orthogonality relation, we obtain

A−1 = πi|~k3|3
∞∑

n=|h|

1
2n+ 3((k3|k1))n+1

h,h ×B
h
n

Bh
n = (khn+1)2 + (khn+1l

h
n+1) + (lhn+1)2 + (khn+1l

h
n+1) cosπ(l′′ − l)

− khn+1(khn+1 + lhn+1) cosπ(l′ − l)− lhn+1(khn+1 + lhn+1) cosπ(l′′ − l′) ,

(5.44)

where we define l′′ by

(l′′ + 1/2)2 = (n+ 5/2)2 − h2 . (5.45)

A simple sign flip gives A+
1 ,

A+
1 = πi|~k3|3

∞∑
n=|h|

1
2n+ 3((k3|k1))n+1

h,h ×B
−h
n . (5.46)

Since A1 = A−1 −A
+
1 , only the h-odd terms in B±hn survive. Interestingly, (k±hn+1l

±h
n+1)

is completely h-even. The h-odd parts of (k±hn+1)2 and (l±hn+1)2 are

(k±hn+1)2|odd = ±(2n+ 3)h
(

1− h2

(n+ 1)2

)
,

(l±hn+1)2|odd = ∓(2n+ 3)h
(

1− h2

(n+ 2)2

)
,

(5.47)

which give

A1 = 2πi|~k3|3h

 ∞∑
n=|h|

(
1− h2

(n+ 1)2

)
(1− cos(π∆l)) ((k3|k1))n+1

h,h

−
∞∑

n=|h|+1

(
1− h2

(n+ 1)2

)
(1− cos(π∆l)) ((k3|k1))nh,h


≈ −2πi|~k|3h2α

∫
dxx sin ξ cos ξ

[
1− cos

(
π

cos ξ

)]
J1 (hαx) .

(5.48)

The final result is

1
k

(k̂ × q̂) · ~K|cl = −2πih2
∫
dxx c1 J1

(
hcl|~q|
|~k|

x

)
= k2

~2F1 , (5.49)

in perfect agreement with (5.8) and (5.12).
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5.4 Saddle point approach

In this subsection, we generalize the Clebsch-Gordan approach explained in section 4.4 to
the charge-monopole scattering. As in the previous subsection, we work out the parity even
terms first and proceed to the parity odd term.

Parity even terms. Let us work out the θ-dependence first. The S-matrix looks like

S(k, θ) = 2πeiπh
∞∑

n=|h|
n+e

2iδndn−h,h(θ) . (5.50)

The semi-classical formula for the d-function, given by CDMST, is

dn−h,h(θ) ≈ (−1)n−h(n+cθ)−1/2(1− h2/n2
+ − c2

θ)−1/4

× cos [n+βn,h(θ)− hγn,h(θ)− π/4] ,
(5.51)

where the angles β, γ are given by

sin
(1

2βn,h(θ)
)

= cos(θ/2)
cos ξn,h

, sin
(1

2γn,h(θ)
)

= cot(θ/2)
cot ξn,h

, (5.52)

h = n+ sin ξn,h ,
√
n2

+ − h2 = n+ cos ξn,h . (5.53)

The exponential factor from e2iδndn−h,h(θ) relevant for the saddle point condition is

exp
[
i

(
−π
√
n2

+ − h2 + n+βn,h(θ)− hγn,h(θ)
)]

. (5.54)

Differentiating the exponent with respect to n+ while keeping h and θ fixed, we find the
saddle point condition,

− d

dn
(2δn) = π

cos ξn,h
= βn,h(θ) = 2 arcsin

(
cos(θ/2)
cos ξn,h

)
. (5.55)

So, the angle β at the saddle point is identified with ∆ψ in (5.5). It also agrees with the
classical formula (5.7).

Evaluating the saddle point integral following [7], we find

S(k, θ) ≈ (−1)2h 2πhcl
~

( 1
sin4 ξ

2 sin 2ξ
sin θ

∣∣∣∣dξdθ
∣∣∣∣)1/2

eiY/~ ,

Y = −π
√
J2
∗ − h2

cl + J∗β∗ − hclγ∗ + Y0 .

(5.56)

It is understood that J∗, β∗, γ∗ are functions of θ through the saddle point condition (5.55).
The term Y0 is independent of θ and does not affect the physical observables.

Now, to use S−1(i∂θS) in a way similar to (4.46), we need

d

dθ
[n+βn,h(θ)− hγn,h(θ)] = −

n2
+ sin(θ/2)√

n2
+ sin2(θ/2)− h2

+ h2 csc(θ/2)√
n2

+ sin2(θ/2)− h2

= −

√
n2

+ sin2(θ/2)− h2

sin(θ/2) = −h [sin2(θ/2)− sin2 ξ]1/2

sin(θ/2) sin ξ .

(5.57)
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It leads to the conclusion that, as far as the θ-dependence is concerned,

S(~k2,~k1) ≈ S(~k2,~k) exp
[−iα2(θ)

2 sin θ k̂2 · ~q
]
, α2 = hcl

k

[sin2(θ/2)− sin2 ξ]1/2

sin(θ/2) sin ξ . (5.58)

Parity odd term. We expand the three vectors of the KMOC formula in the (k̂, b̂, k̂× b̂)
basis:

k̂2 = k̂ cos θ + b̂ sin θ cosφ+ (k̂ × b̂) sin θ sinφ ,
k̂3 = k̂ cos θq + b̂ sin θq cosφq + (k̂ × b̂) sin θq sinφq
k̂1 = k̂ cos θq − b̂ sin θq cosφq − (k̂ × b̂) sin θq sinφq .

(5.59)

As always, the angle θq is assumed to be infinitesimal in the classical limit,

θq ≈
~q
2k � 1 . (5.60)

In contrast, there is no restriction on φq. Let ∆φ = φq − φ. Geometrically,

~q · (k̂ × k̂2) = q sin θ sin(∆φ) . (5.61)

The key step in establishing the “φ-dependence” of the amplitude is to show that

((k3|k2))nh,−h((k2|k1))n−h,h
((k|k2))nh,−h((k2|k))n−h,h

≈ exp
[
i
hclq

k
sin(∆φ) cot(θ/2)

]
= exp

[
i
hcl
k

cot(θ/2)
sin θ ~q · (k̂ × k̂2)

]
,

(5.62)

in the classical limit, for an arbitrary n. We present a short proof of (5.62). Consider the
expansion (A.5) of the base amplitude specialized to −b = h = a:

((k2|k1))n−h,h =
n−|h|∑
t=0

(
n+ h

t

)(
n− h
t

)
× (k2+|k+

1 )t(k2+|k−1 )n−h−t(k2−|k+
1 )n+h−t(k2−|k−1 )t .

(5.63)

In view of the complex conjugation relations (3.14),

(k2+|k+
1 ) = (k2−|k−1 )∗ , (k2+|k−1 ) = −(k2−|k+

1 )∗ ,

we deduce that the phase of ((k2|k1))n−h,h is equal to that of (k2−|k+
1 )h(k2+|k−1 )−h. The

same argument for ((k3|k2))nh,−h calls for (k3+|k−2 )h(k3−|k+
2 )−h. The explicit expressions for

the relevant spinor products are

−(k2−|k+
1 ) = (k2+|k−1 )∗ = e−i∆φ/2cθq/2sθ/2 + ei∆φ/2sθq/2cθ/2 ,

−(k3+|k−2 ) = (k3−|k+
2 )∗ = ei∆φ/2cθq/2sθ/2 − e

−i∆φ/2sθq/2cθ/2 .
(5.64)

For the infinitesimal θq in (5.60), cθq/2 ≈ 1, sθq/2 ≈ θq/2, so that

(k2−|k+
1 )

(k2+|k−1 )
≈ −

1 + ~q
4ke

i∆φ cot(θ/2)
1 + ~q

4ke
−i∆φ cot(θ/2)

≈ −
[
1 + i

~q
2k sin(∆φ) cot(θ/2)

]
. (5.65)
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Multiplying it by a similar term from (k3+|k−2 )(k3−|k+
2 )−1, we find

(k3+|k−2 )(k2−|k+
1 )

(k3−|k+
2 )(k2+|k−1 )

≈ 1 + i
~q
k

sin(∆φ) cot(θ/2) . (5.66)

In the classical limit where h→∞ with hcl = h~ fixed, we have

lim
h→∞

(1 + ~x)h = lim
h→∞

(
1 + hcl

h
x

)h
= ehclx . (5.67)

Combining (5.66) and (5.67), we arrive at (5.62).

KMOC from saddle point. We have shown that

S†(~k3, ~k2)S(~k2, ~k1) ≈ |S(~k2,~k)|2 exp
[
−i α2

sin θ (~q · k̂2) + i
α1

sin θ~q · (k̂ × k̂2)
]
, (5.68)

where

α1 = hcl
k

cot(θ/2) , α2 = hcl
k

[sin2(θ/2)− sin2 ξ]1/2

sin(θ/2) sin ξ . (5.69)

Here, ξ in α2 is regarded as a function of θ through the saddle point condition (5.55).
The q-integral produces a delta-function similar to (4.55):

δ2
(
α2

sin θ k̂2⊥ −
α1

sin θ (k̂ × k̂2⊥)−~b
)
. (5.70)

The delta function enforces the following relations:

α2 cosφ+ α1 sinφ = b , α2 sinφ− α1 cosφ = 0 . (5.71)

The relation for the magnitude, α2
1 + α2

2 = b2, is consistent with the saddle point condi-
tion (5.55) as well as the classical relation hcl/kb = tan ξ. Assuming the relation between θ
and ξ, we can determine φ by

tanφ = α1
α2

= sin ξ tan
(

π

2 cos ξ

)
= c1
c2
, (5.72)

in perfect agreement with (5.8).
It remains to show that the Jacobian produced by the k̂′-integral, analogous to (4.57),

cancels against |S|2 in (5.68). The Jacobian is given by

J(θ) = 1
(2π)2

sin θ
|α1(θ)α′1(θ) + α2(θ)α′2(θ)| . (5.73)

A straightforward computation shows that it indeed cancels against |S|2 from (5.56).
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6 Discussion

We have shown how the KMOC formulation and the partial wave expansion together
reproduce the classical impulse in the purely conservative sector. We presented the partial
wave expansion using spinor products as base amplitudes to facilitate the incorporation
of arbitrary spin of the particles as well as the extra “field” angular momentum of the
charge-monopole system.

There are a few directions in which this work can be extended. The most obvious one
is to apply our methods to gravitational binary systems. Although we only took examples
from electromagnetic interaction in this paper, the generalization to gravitational interaction
should be straightforward.

In particular, it would be interesting to see how the spin-dependent interactions are
encoded in the partial wave amplitudes. At the leading order in Newton’s constant G, the
spin-dependent Hamiltonian has been computed to all orders in spin [20–24], which leads
to a simple formula for the classical deflection of the spin directions. Reproducing the same
result from the partial wave expansion will serve as a consistency check, and clarify how
the massive spinor helicity variable [25] is related to the spinor basis used in this paper.
See, e.g., [26] for related discussions.

The most important assumption throughout this paper is that the partial wave phase
converges to the radial action in the classical limit. In the probe limit, this assumption can
be verified rather easily to all orders in coupling (proportional to the inverse of the total
angular momentum). Away from the probe limit, one has to rely on perturbation theory
in coupling, and the emergence of the radial action is not too obvious. The exponential
representation of [27] seems to be a particularly promising way to retrieve the radial action
systematically. It would be interesting to further develop the exponential representation to
incorporate the spin-dependence.

One of the main strengths of the KMOC formulation is that the conservative sector
and the radiative sector can be treated in a uniform way. The analysis of this paper was
strictly restricted to the conservative sector. Generalizing it to include the radiation is
another important open problem. See, e.g., [28, 29] for related discussions.

It would be also interesting to study the charge-monopole scattering for an arbitrary
mass ratio. The naive perturbation theory in appendix B of this paper, while conceptually
straightforward, lacks computational efficiency already at the next-to-leading order. More
efficient methods such as [30] could be adopted to the charge-monopole scattering. The
Coulomb scattering away from the probe limit was discussed in detail in [31].

In the probe limit, the charge-monopole scattering problem can be solved to all orders
as shown in [7–9] and reproduced in this paper. Going beyond the probe limit, even
perturbatively, in a manifestly Lorentz covariant way appears to be an open problem.
As pointed out by Weinberg [32] and Zwanziger [33], a Feynman-like propagator for the
charge-monopole system carries a gauge-dependent “Dirac-string” 4-vector. It would be
interesting to rewrite the amplitude, at least the part surviving the classical limit, in a
gauge invariant way. The pairwise helicity variables introduced by [11] looks promising in
this regard. The authors of [11] showed that the charge-monopole two-particle phase space
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cannot be a simple product of the two single-particle phase space. This fact could serve as
a guiding principle when we try to find a manifestly Lorentz covariant expression for the
S-matrix S(~k′,~k) we computed in this paper. See [34–37] for some recent discussions on
charge-monopole scattering.
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A Wigner and Bessel functions

Wigner d-matrices. We spell out our convention for the Wigner d-matrices, dna,b(θ). We
will not use the full D(α, β, γ) matrices. Instead, we will discuss the phase factors separately
if necessary. We begin with the original definition of Wigner,

dna,b(θ) = 〈n, a|e−iθJy |n, b〉 . (A.1)

For the simplest non-trivial example, we set n = 1/2 and Jy = σy/2:

d1/2(θ) =

 d
1/2
1/2,1/2 d

1/2
1/2,−1/2

d
1/2
−1/2,1/2 d

1/2
−1/2,−1/2

 =
(
cθ/2 −sθ/2
sθ/2 cθ/2

)
. (A.2)

The matrix elements for higher n can be understood from the “total symmetrization”
construction. For general dnb,a, Wigner gave a constructive formula,

dnb,a(θ) = [(n+ b)! (n− b)!(n+ a)!(n− a)!]
1
2

×
s1∑
s=s0

(−1)b−a+s
(
cθ/2

)2n+a−b−2s (
sθ/2

)b−a+2s

(n+ a− s)!s! (b− a+ s)! (n− b− s)! .
(A.3)

The range of s is such that the factorials in the sum are non-negative:

s0 = max
(
0,m−m′

)
, s1 = min

(
j +m, j −m′

)
. (A.4)

The corresponding formula for our spinor product reads

((k2|k1))nb,a =
∑
t

Nn,b,a,t(k2+|k+
1 )t(k2+|k−1 )n+b−t(k2−|k+

1 )n+a−t(k2−|k−1 )t−a−b ,

Nn,b,a,t =

√√√√(n+ b

t

)(
n− b

t− a− b

)(
n+ a

t

)(
n− a

t− a− b

)
,

(A.5)
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where t is restricted such that all exponents in the sum are non-negative. It reduces to
Wigner’s formula (A.3) if we adjust the angles such that (k2±|k1±) = d

1/2
±1/2,±1/2, and rename

the summation variable as t = n+ a− s.
It is sometimes useful to express d-functions in terms of Jacobi polynomials [38],

dnb,a(θ) = ξb,a

[
s!(s+ µ+ ν)!

(s+ µ)!(s+ ν)!

] 1
2 (
sθ/2

)µ (
cθ/2

)ν
P (µ,ν)
s (cθ) , (A.6)

where ξb,a = 1 (if a ≥ b) or (−1)a−b (if a < b), and

µ = |b− a| , ν = |b+ a| , s = n− 1
2(µ+ ν). (A.7)

Clebsch-Gordan. To derive the KMOC formula for the charge-monopole scattering, we
need some Clebsch-Gordan relations. For the parity even terms, all we need is

cθ d
n
−h,h(θ) = (n+ 1)2 − h2

(n+ 1)(2n+ 1)d
n+1
−h,h(θ)− h2

n(n+ 1)d
n
−h,h(θ) + n2 − h2

n(2n+ 1)d
n−1
−h,h(θ) . (A.8)

For the parity odd terms, we need two closely related ones. One is

sθ d
n
−h,h(θ) = −(n+ 1− h)

√
(n+ 1 + h)(n+ 2− h)

(n+ 1)(2n+ 1) dn+1
−h+1,h(θ)

+ h
√

(n+ h)(n+ 1− h)
n(n+ 1) dn−h+1,h(θ)

+ (n+ h)
√

(n− 1 + h)(n− h)
n(2n+ 1) dn−1

−h+1,h(θ) .

(A.9)

The other is

sθ d
n
−h,h(θ) = +(n+ 1 + h)

√
(n+ 1− h)(n+ 2 + h)

(n+ 1)(2n+ 1) dn+1
−h,h+1(θ)

+ h
√

(n− h)(n+ 1 + h)
n(n+ 1) dn−h,h+1(θ)

− (n− h)
√

(n− 1− h)(n+ h)
n(2n+ 1) dn−1

−h,h+1(θ) .

(A.10)

The two relations, (A.9) and (A.10), can be mapped to each other by

dna,b = (−1)b−adnb,a = dn−b,−a . (A.11)

Bessel functions. We quote a few well known properties of spherical Bessel functions.
The orthogonality relation reads∫ ∞

0
jl(k′r)jl(kr)r2dr = 1

4k2 δ̂(k
′ − k) . (A.12)

The asymptotic form for x� 1 is

jl(x) ≈ 1
x

sin
(
x− πl

2

)
+ l(l + 1)

2x2 cos
(
x− πl

2

)
. (A.13)

In the absence of the monopole, an exact decomposition is known for the plane-wave:

eikz = eikr cos θ =
∞∑
l=0

(2l + 1)eiπl/2jl(kr)Pl(cos θ) . (A.14)
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Wigner vs Bessel for small angles. In the main text, when we take the classical limit,
we approximate Wigner d-functions by Bessel functions. Here, we review a derivation of the
approximation. Our starting point is the eigenvalue equation, ~J 2Dn

h1,h2
= n(n+ 1)Dn

h1,h2
,

which leads to a differential equation for wnh1,h2
(θ) ≡ (sin θ)1/2dnh1,h2

(θ):[
d2

dθ2 + n2
+ −

(h1 − h2)2 − 1/4
4 sin2(θ/2)

− (h1 + h2)2 − 1/4
4 cos2(θ/2)

]
wnh1,h2(θ) = 0 . (A.15)

Consider the limit where h = (h1 + h2)/2� 1 with a = h2 − h1 kept small (|a| ∼ 1). At
the same time, we take the small angle limit (θ � 1). In this double limit, we have

n2
+ −

(h1 + h2)2 − 1/4
4 cos2(θ/2) ≈ n2

+ − h2 ,
(h1 − h2)2 − 1/4

4 sin2(θ/2)
≈ a2 − 1/4

θ2 , (A.16)

so that the differential equation is approximated by[
d2

dθ2 + l2+ −
a2 − 1/4

θ2

]
wnh1,h2(θ) = 0 , l+ =

√
n2

+ − h2 . (A.17)

If we scale wnh1,h2
by
√
θ as

ynh,a(θ) = θ−1/2wnh1,h2(θ) =
(sin θ

θ

)1/2
dnh1,h2(θ) , (A.18)

the differential equation for ynh,a in the double limit is given by[
θ2 d

2

dθ2 + θ
d

dθ
+ (l2+θ2 − a2)

]
ynh,a(θ) = 0 . (A.19)

It is precisely the defining equation for the Bessel function Ja(l+θ).
It remains to check the normalization of ynh,a(θ). The answer is simply

dnh1,h2(θ) ≈
(

θ

sin θ

)1/2
Ja(l+θ) ≈ Ja(l+θ) . (A.20)

For a = 0, the normalization is easily fixed by the fact that dnh,h(0) = 1 = J0(0) for any
n ≥ |h|. For a non-zero a, one way to check the normalization is to use the action of the
ladder operators on the d-matrices. For example, it is known that(

− d

dθ
− h1

sin θ + h2 cos θ
sin θ

)
dnh1,h2(θ) =

√
n(n+ 1)− h2(h2 + 1)dnh1,h2+1(θ) . (A.21)

In the double limit, this relation is approximated by

1
l+

(
− d

dθ
+ a

θ

)
dnh1,h2(θ) ≈ dnh1,h2+1(θ) . (A.22)

It matches with the well known relation for Bessel function,(
− d

dx
+ a

x

)
Ja(x) = Ja+1(x) , dnh1,h2(θ) ≈ Jh2−h1(l+θ) . (A.23)
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B Classical perturbation for charge-monopole scattering

We follow section 6.1 of [4] to carry out a classical perturbation theory for the charge-
monopole scattering in a manifestly Lorentz covariant way. It can be done beyond the
probe limit, but we will focus on the probe limit where we can make comparison to the
results in the main text.

Leading order. The 0-th order trajectories are taken to be straight lines:

x1(τ1) = b+ u1τ1 , x2(τ2) = u2τ2 . (B.1)

Here, x1,2, u1,2 and b are 4-vectors while τ1,2 are scalars. For the Coulomb scattering, the
field strength of particle 2 is given by

Fµν2 (x) = −ie2

∫
d̂4q δ̂(q · u2)eiq·x q

µuν2 − u
µ
2q
ν

q2 . (Coulomb) (B.2)

Applying an electromagnetic duality transformation,

Fµν → 1
2ε

µν
ρσF

ρσ , e → g , (B.3)

we obtain the field strength when particle 2 is a monopole,

Fµν2 (x) = −ig2

∫
d̂4k δ̂(k · u2)eik·x ε

µν
ρσk

ρuσ2
k2 . (Monopole) (B.4)

In what follows, to avoid clutter, we introduce shorthand notations,

d̂3k⊥ ≡ d̂4k δ̂ (k · u2) , d̂2k⊥ ≡ d̂4k δ̂ (k · u1) δ̂ (k · u2) . (B.5)

Inserting (B.4) into the Lorentz force law for particle 1,

dpµ1
dτ

= −e1F
µν
2 (x1)(u1)ν , (B.6)

we obtain
dpµ1
dτ

= −ie1g2

∫
d̂4k δ̂ (k · u2) eik·(b+u1τ1) ε

µ
νρσu

ν
1u

ρ
2k
σ

k2 . (B.7)

The leading order impulse turns out to be

∆pµ,(1)
1 =

∫ ∞
−∞

dτ
dpµ1
dτ

= −ie1g2

∫
d̂2k⊥e

ik·b ε
µ
νρσu

ν
1u

ρ
2k
σ

k2 . (B.8)

Evaluation. Let us evaluate (B.8). To maintain Lorentz covariance as much as we can,
we use u1, u2, b and εµ(u1, u2, b) = εµνρσu

ν
1u

ρ
2b
σ as a non-orthonormal basis:

V µ = 1
(u1 · u2)2 − 1 [(V · u1 + (u1 · u2)V · u2)uµ1 + (V · u2 + (u1 · u2)V · u1)uµ2 ]

− (V · b̂)b̂µ − (V · ε̂)ε̂µ ,

b̂µ = bµ/|b| , εµ(u1, u2, b) = εµνρσu
ν
1u

ρ
2b
σ , ε̂µ = εµ(u1, u2, b)

|εµ(u1, u2, b)|
.

(B.9)
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A short computation shows that

∆pµ,(1)
1 · u1 = ∆pµ,(1)

1 · u2 = ∆pµ,(1)
1 · b = 0 , (B.10)

and that

∆pµ,(1)
1 = e1g2

2π|b| ε̂
µ . (B.11)

In the probe limit, (B.11) agrees with (5.9) as expected.

Sub-leading order. We continue to the 2nd order in the probe limit.

∆pµ,(2)
1 =

∫ ∞
−∞

dτ ∆(2)
(
dpµ1
dτ

)
(B.12)

Recall that the force is given by (B.7),

∆(2)
(
dpµ1
dτ

)
= −ie1g2

∫
d̂3l⊥e

il·(b+u1τ1)εµνρσ

(
d

dτ
∆(1)xν1 + i(l ·∆(1)x1)uν1

)
uρ2l

σ

l2
. (B.13)

Here, ∆(1)x1 is the leading order correction on particle 1’s trajectory. Using the leading
order results in the previous section,

∆(1)xµ1 = i
e1g2
m

∫
d̂3k⊥e

ik·(b+u1τ) εµνρσu
ν
1u

ρ
2k
σ

k2(k · u1 − iε)2 . (B.14)

Relabelling q = k + l, we obtain the desired formula for the sub-leading impulse:

∆pµ,(2)
1 = i

(e1g2)2

m1

∫
d̂2q⊥e

iq·bR(u1, u2, q) ,

R(u1, u2, q) =
∫
d̂3l⊥

[
− [uµ1 + uµ2 (u1 · u2)](q − l) · l − (q − l)µ(l · u1)

l2(q − l)2(l · u1 + iε)

+εµνρσu
ν
1u

ρ
2l
σ ε(l, u1, u2, q)

l2(q − l)2(l · u1 + iε)2

]
.

(B.15)

We can split this vector integral to a few scalar integrals using the basis (B.9). Projections
onto the u2, u1 directions give ∆p · u2 = 0 and

∆p · u1 = i
(e1g2)2

m1

∫
d̂2q⊥e

iq·b
∫
d̂3l⊥

[
1− (u1 · u2)2] (q − l) · l − (l · u1)2

l2(q − l)2(l · u1 + iε) . (B.16)

The component in the b direction is

∆p · b = i
(e1g2)2

m1

∫
d̂2q⊥e

iq·b

×
∫
d̂3l⊥

[
b · (q − l)(l · u1)

l2(q − l)2(l · u1 + iε) + ε(b, u1, u2, l) ε(l, u1, u2, q)
l2(q − l)2(l · u1 + iε)2

]
,

ε(∆p, u1, u2, b) = i
(e1g2)2

m1

∫
d̂2q⊥e

iq·b

×
∫
d̂3l⊥

[−ε(q − l, u1, u2, b)(l · u1)
l2(q − l)2(l · u1 + iε)

+εµ(u1, u2, b)εµ(u1, u2, l) ε(l, u1, u2, q)
l2(q − l)2(l · u1 + iε)2

]
.

(B.17)
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The integrals can be done by elementary methods. The simpler ones give

∆p · u1 = i
(e1g2)2

m1

∫
d̂2q⊥e

iq·b
∫
d̂3l⊥

[
1− (u1 · u2)2] (q − l) · l − (l · u1)2

l2(q − l)2(l · u1 + iε)
= −2mκ2

[
(u1 · u2)2 − 1

]
,

ε(∆p, u1, u2, b) = 0 .

(B.18)

In the probe limit, (∆p · u1) agrees perfectly with (5.10).
The most challenging one is (∆p · b), for which we evaluate two integrals separately:

(∆p · b)A = i
(e1g2)2

m1

∫
d̂2q⊥e

iq·b
∫
d̂4l δ̂(l · u2)b · (q − l)

l2(q − l)2

= π

2κ
2mv|b| ,

(∆p · b)B = i
(e1g2)2

m1

∫
d̂2q⊥e

iq·b
∫
d̂3l⊥

ε(b, u1, u2, l) ε(l, u1, u2, q)
l2(q − l)2(l · u1 + iε)2

= −πκ2mv|b| .

(B.19)

The two terms add up to give

(∆p · b) = (∆p · b)A + (∆p · b)B = −π2κ
2mv|b| . (B.20)

In the probe limit, (∆p · b) agrees perfectly with (5.10).
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