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Abstract 

 

This thesis proposes the use of CTLE adaptation and PAM-4 baud-rate phase de-

tector for receiver design to improve robustness. The thesis analyzes and discusses the 

basic concepts of equalization and CDR in section II. In section III, this thesis pro-

poses an 8-to-16 Gb/s referenceless receiver that utilizes stochastic CTLE adaptation 

to maximize the eye width. The CTLE adaptation technique involves weighted sum-

mation of 32 symbol histograms of sequential samples to obtain the golden weight 

using the epsilon-constraint optimization-based weight searching algorithm. Sharing 

edge and data samples enable both the referenceless CDR and CTLE adaptation with-

out additional analog hardware. The prototype chip occupies an active area of 0.029 

mm2 and is fabricated in 28-nm CMOS technology. The measurement results indicate 

that the proposed adaptation technique achieves the optimal CTLE coefficient and 

exhibits superior power efficiency of 1.11 pJ/b. 

In section Ⅳ of this thesis, a PAM-4 receiver design for a CMOS image sensor 

link is presented. The proposed solution addresses the dead zone issue encountered in 

conventional sign-sign Mueller-Muller (SS-MM) PDs when combined with adaptive 

decision feedback equalizers (DFEs). The proposed approach utilizes a sign-sign min-

imum mean squared error (SS-MMSE) PD with a biased state to achieve an optimal 

and unique locking point, avoiding dead zones and preventing wandering. Moreover, 

the proposed SS-MMSE PD exhibits phase-detecting transitions that are 1.5 times 

higher than the conventional SS-MM PD. The proposed solution is tested with a pro-

totype PAM-4 RX chip fabricated in 40-nm CMOS technology, demonstrating a bit 
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error rate (BER) of less than 10-9 with a 15.8 dB loss channel. The total power con-

sumption of the prototype is 46.6 mW at 12 Gb/s, achieving a figure of merit of 0.24 

pJ/b/dB, which represents energy efficiency per channel loss at Nyquist frequency. 

 

Keywords : adaptive equalization, baud-rate phase detector (PD), continuous-time 

linear equalizer (CTLE), clock and data recovery (CDR), CMOS image sensor (CIS) 

link, dead zone, decision feedback equalizer (DFE), epsilon-constraint optimization, 

4 pulse amplitude modulation (PAM-4), programmable gain amplifier (PGA), Re-

ceiver (RX), referenceless, sign-sign minimum mean squared error (SS-MMSE) PD, 

sign-sign Mueller-Muller (SS-MM) PD.  

 

Student Number: 2018-24147  
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Chapter 1  

 

Introduction 

 

 

1.1 Motivation 

 

In wireline communication systems, data rates for required specs are continuously 

increasing to the limitation of channel bandwidth. Frequency-dependent loss such as 

skin-effect loss or dielectric loss and impedance discontinuities mainly cause the 

bandwidth of the channel. In case of automotive CMOS image sensor link (CIS) in-

terfaces, there also have been the increasing demands of higher bandwidth due to the 

increasing request on the advanced driver assistance systems utilizing deep learning 

models such as convolutional neural networks. The interface between high-resolution 

CIS and an electronic control unit or an image signal processor (ISP) in automotive 

applications [1], however uses a maximum cable length of 12 m including up to six 

connectors, limiting the channel bandwidth to only about 3 GHz. Furthermore, cable 

lengths vary from 3 m to 15 m, the corresponding channel losses also vary drastically 

from one another. Therefore, the insertion loss should be adaptively compensated to 

attain the lowest bit error rate (BER) performance. An adaptive equalizer is utilized 
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to achieve this objective. Mostly, coefficients of the equalizer at the transmitter side 

are preset. The adaptation of the equalizer at the receiver side is inevitable.  

The most representative equalizers at the receiver side are continuous time linear 

equalizer (CTLE) and decision feedback equalizer (DFE). While DFE cancel the post-

cursor inter-symbol interferences (ISIs), the CTLE controls the overall shape of the 

single-bit response (SBR). Therefore, various methods of CTLE adaptation are re-

ported by many previous works [2] - [7]. However, these methods demand extra hard-

ware overhead and long adaptation time. In this thesis, a referenceless receiver with a 

stochastic CTLE adaptation is proposed to resolve these issues. By sharing the data 

and edge samples with the CDR, the proposed CTLE adaptation does not require ad-

ditional analog hardware. As well as hardware efficiency, the maximum horizontal 

eye opening is achieved by proposing weight searching algorithm. 

As well as equalization, multi-level signaling is adopted to enhance the link band-

width beyond 10 Gb/s. However, PAM-4 signaling degrades the signal-to-noise ratio 

(SNR), making hard to meet the stringent automotive prerequisites for reliability. Ad-

ditionally, since the number of the samplers increase logarithmically in multi-level 

signaling, the baud-rate sampling is widely adopted. Baud-rate CDR with adaptive 

DFE causes the dead-zone problem [8]. In this thesis, DF SS-MMSE PD is proposed 

to remove the dead zone and achieves the maximum vertical eye opening. Measure-

ment results verifies the stochastic CTLE adaptation and DF SS-MMSE CDR with 

enhanced BER and eye opening.  
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1.2 Thesis Organization 

 

This thesis is organized as follows. In chapter 2, background of equalization and 

CDR is provided. Especially, CTLE adaptation is mainly introduced for equalization 

part. For CDR part, the types of PD are introduced and compared. 

In Chapter 3, an 8-to-16 Gb/s referenceless receiver with a stochastic CTLE adap-

tation is presented. The proposed stochastic CTLE gain selector (SCGS) achieves a 

maximum horizontal eye margin and avoids sub-optimal settling by utilizing sequen-

tial edge and data samples. The proposed SCGS detects the optimum CTLE coeffi-

cient with the weighted summation of the histograms obtained under various data pat-

terns and channel conditions. The stochastic CTLE adaptation shares the deserialized 

edge and data samples used for the CDR. Therefore, it does not require additional 

hardware in the analog domain, achieving low power consumption. The golden weight 

of the SCGS is obtained through an epsilon-constraint weight searching algorithm. A 

prototype chip fabricated in 28-nm CMOS technology occupies an active area of 

0.029 mm2. The measured CTLE adaptation behavior shows that the maximum eye 

width is achieved with the proposed SCGS. The prototype chip achieves BER over a 

channel with 14-dB loss at 8 GHz and consumes 17.7 mW at 16 Gb/s, exhibiting a 

power efficiency of 1.1 pJ/b. 

In Chapter 4, a PAM-4 receiver (RX) for CMOS image sensor (CIS) link is pre-

sented. A robust baud-rate PAM-4 phase detector (PD) is proposed, which alleviates 

the dead zone issue encountered in the conventional sign-sign Mueller-Muller (SS-

MM) PD when combined with an adaptive decision feedback equalizer (DFE). An 
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optimum and unique locking point is reached by using a sign-sign minimum mean 

squared error (SS-MMSE) PD with a biased state which exhibits a constant probabil-

ity for all phase error ranges. The proposed PD with the biased state evades the dead 

zone and prevents wandering. Furthermore, the phase-detecting transitions of the pro-

posed SS-MMSE PD are 1.5 times higher compared to the conventional SS-MM PD. 

The proposed solution is verified with a prototype PAM-4 RX chip using 40-nm 

CMOS technology. It demonstrates a bit error rate (BER) of less than 10-9 with a 15.8 

dB loss channel. The total power consumption is 46.6 mW at 12 Gb/s, achieving a 

figure of merit (energy efficiency per channel loss at Nyquist frequency) of 0.24 

pJ/b/dB.  

Chapter 5 summarizes the proposed works and concludes this thesis. 
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Chapter 2  

 

Background on High-Speed Re-

ceiver  

 

 

 

 

2.1 Basic Concepts in Seral Interface 

2.1.1 Serial Links 

 

As the introduction of artificial intelligence and big data spreads in various fields, 

the data bandwidth for wireline interface has grown exponentially. To meet these 

needs, the specifications of several wireline interfaces are being upgraded as genera-

tions are being updated. The high data rate per-lane demand appears in various appli-

cations such as Optical Internetworking Forum Common Electrical I/O (OIF CEI), 

Peripheral Component Interconnect Express (PCIe), Universal Serial Bus (USB), and 

Ethernet [9], as shown in Fig. 2.1. Accordingly, the transceiver design is becoming 

more and more challenging. 
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The simplified block diagram of the high-speed transceiver is shown in Fig. 2.2 

[10]. The parallel digital data is serialized in the transmitter side. Then, the equaliza-

tion is performed, and the clocked driver transmits the serialized data through the 

channel. The driver and front-end of receiver are 50-ohm terminated for impedance 

matching. The equalized input signal is sampled, and clock and data recovery (CDR) 

is performed. The sampled data is deserialized and fed to the processors. The increas-

ing data rates limit the bandwidth of the circuit, and the design complexity increases.  

 

Fig. 2.1 Trends of data rate of industrial I/O standards in [9]. 



Chapter 2. Background on High-Speed Receiver                          7 

 

Additionally, the unit interval (UI) becomes narrower and more vulnerable to bounded 

and unbounded noise. The representative deterministic noise caused by the limited 

channel bandwidth is inter-symbol interference (ISI). The equalization for both the 

transmitter and receiver is essential nowadays. Since the equalization of the TX needs 

back-channel data to fully adapt, the need of accurate equalization at the receiver side 

is increasing. As well as equalization, accurate sampling clock recovery is required at 

the receiver side for the synchronous system. 

  

 

Fig. 2.2 Typical architecture of high-speed transceiver in [10]. 
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2.1.2 Multi-Level Pulse-Amplitude Modulation 

 

As the required data rate increases, the bandwidth of a transmission line and 

CMOS circuit is approaching its physical limit. Many specifications such as IEEE 

802.3, OIF, MIPI A-PHY are selecting PAM-4 signaling for their next-generation of 

specifications [9], [10], [11]. In the specification of Ethernet or OIF, PAM-2 is 

adopted in 25G, and PAM-4 is adopted in case of 50G/100G/200G. For MIPI A-PHY, 

In the case of MIPI A-PHY, the introduction of PAM-8 and PAM-16 is being re-

viewed along with PAM-4. However, PAM-M signaling requires careful design con-

sideration of signal-to-noise ratio (SNR). 

From the point of view of large signal analysis, the affordable voltage range is 

fixed in which the linearity of the circuit is guaranteed. Therefore, the maximum ver-

tical eye margin of PAM-M signaling is limited to the circuit design. Fig. 1.3 shows 

the eye diagram compassion between PAM-2 and PAM-4 signaling. Assuming that 

 

Fig. 2.3 Eye diagram comparison between PAM-2 and PAM-4 signaling. 

 

PAM-2 PAM-4
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the both maximum voltage level of PAM-2 and PAM-4 signaling is same, the vertical 

eye margin of PAM-4 signaling is 1/3 of PAM-2 signaling. Therefore, as M levels of 

symbol increases, the vertical eye margin decreases with ratio of 1/(M-1). Another 

assumption that noise power is same for all PAM-M signaling, the SNR loss of em-

ploying PAM-4 signaling is 20∙log (1/3) ≈ -9.5 dB. Since the maximum bit-error rate 

is related to the SNR by Shannon’s equation and is express as  

 𝐶 = 𝐵 ∙ log2(1 + 𝑆𝑁𝑅) (2.1) 

where C is the channel capacity and B is the channel bandwidth. The SNR degradation 

is critical to the bit-error rate. Therefore, adaptive on-chip control of deterministic 

noise is essential in multi-level signaling. Table 2.1 summarizes the characteristics of 

PAM-M signaling.  

  

Table 2.1 Characteristics of PAM-M signaling. 

 

PAM-M

Bits per symbol log2 

Bandwidth extension log2 

Electrical Levels  

Number of eye diagram per UI   1

SNR degradation    log
1

  1
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2.2 Equalization 

 

 

2.2.1 Overview 

 

In serial links, signals are transmitted from the source device to the sink device via 

channels such as cables or traces. These channels, including the microstrip line, 

twisted pair, or coaxial cable, have low-pass filter characteristics due to the skin effect 

and dielectric losses. At higher data rates, the channel loss becomes more pronounced, 

and bandwidth-limited signals experience inter-symbol interference, leading to a sig-

nificant reduction in SNR. To address this issue, high-pass filtered equalizers are em-

ployed to compensate for the bandwidth-limiting channel response, thus flattening the 

overall frequency response.  

The channel response is demonstrated by observing the transmitted single bit pulse 

signal through channel. This is represented as single-bit response (SBR). The SBR of 

the channel, sbr(t) is written as 

 
Fig. 2.4 Conceptual diagram of single bit response. 

 

channel
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 𝑠𝑏𝑟(𝑡) = 𝜙(𝑡) ∗ ℎ(𝑡) (2.2) 

where Φ(t) is the transmitted single bit pulse and h(t) is the channel impulse re-

sponse. Because of the insertion loss of the channel, the inter-symbol interference is 

occurred as shown in Fig. 2.4. With synchronous system, the received continuous-

time signal can be sampled with clocks at the receiver side. Fig. 2.5 shows the con-

ceptual diagram of sampled single bit response. The received discrete signal, y[n] can 

be expressed as  

 

 𝑦[𝑛] = 𝑥[𝑛] ∗ ℎ[𝑛] (2.3) 

 

Fig. 2.5 Conceptual diagram of sampled single bit response. 
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where x[n] is the transmitted discrete signal, h[n] is the sampled impulse response. 

For PAM-2 signaling, the vertical eye margin (VEM) of the received signal without 

unbounded noise is expressed as  

 

 𝑉𝐸𝑀𝑃𝐴𝑀−2 = ℎ[ ]  ∑|ℎ[𝑘]|

∞

𝑘=1

 ∑ |ℎ[𝑘]|

−1

𝑘=−∞

. (2.3) 

The VEM of PAM-2 signaling is reduced by the total amount of ISIs The ISIs are 

deterministic and bounded voltage noise, the equalizers such as feed-forward equal-

izer (FFE) and decision feedback equalizer (DFE) can cancel them at the sampling 

point.  

However, the VEM of PAM-4 signaling is degraded since the main cursor level is 

reduced by 1/3. The VEMPAM-4 can be written as,  

 
Fig. 2.6 Conceptual diagram of equalizers at the receiver side. 
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 𝑉𝐸𝑀𝑃𝐴𝑀−4 =
ℎ[ ]

3
 ∑|ℎ[𝑘]|

∞

𝑘=1

 ∑ |ℎ[𝑘]|

−1

𝑘=−∞

. (2.4) 

In PAM-4 signaling, the effect of the ISIs is three times higher than PAM-2 signaling. 

Therefore, precise equalization of ISIs is essential for multi-level signaling. Since the 

FFE at the transmitter side needs additional back channel to adapt the coefficients for 

the taps, the equalization at the receiver side becomes more important.  

The representative equalizers at the receiver side are continuous-time linear equal-

izer (CTLE), programmable gain amplifier (PGA), and decision feedback equalizer 

(DFE). Fig. 2.6 shows the representative configuration of the equalizers at the receiver 

side. In next chapters, we will focus on the detailed descriptions of equalizers. 
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2.2.2 Continuous Time Linear Equalizer 

 

 

Continuous-time linear equalizer (CTLE) is the linear equalizer, and it is located 

at the analog-front end of the receiver side. CTLE is high-pass filter to compensate 

for insertion loss of the low-pass filtered channel response. 

The conventional active CTLE is based on current-mode logic driver, and the con-

trollable RC-degeneration is implemented for the tenability. Fig. 2.7 shows the sche-

matic diagram of the conventional active CTLE. With half circuit analysis, the transfer 

 

Fig. 2.7 Schematic diagram of the conventional active CTLE. 
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function of the conventional active CTLE is expressed as, 

 𝐻(𝑠) = 𝐴𝐷𝐶 ∙
(1 +

𝑠
𝜔𝑧
)

(1 +
𝑠
𝜔𝑝1

)(1 +
𝑠
𝜔𝑝2

)
 .    

(2.5) 

The one zero and two poles, and DC gain are written as  

 

 

𝜔𝑧 =
1

𝑅𝑆𝐶𝑆
   

(2.6) 

𝜔𝑝1 =
1 +

𝑅𝑆𝐶𝑆
 

𝑅𝑆𝐶𝑆
  

𝜔𝑝2 =
1

𝑅𝐿𝐶𝐿
  

𝐴𝐷𝐶 =
𝑔𝑚𝑅𝐿

1 +
𝑔𝑚𝑅𝑆
 

  

where gm is the transconductance of the input NMOS, RL is the load resistance, CL is 

the load capacitance, RS is the degeneration resistance, and CS is the degeneration 

capacitance respectively. Design considerations of the CTLE are as follows. When 

peaking frequency is equal to Nyquist frequency of the CTLE, the main cursor is am-

plified, and the SNR is enhanced. Since, the dominant pole is inversely proportional 

to CL, the conventional active CTLE has the trade-off between gain and bandwidth.  

To compensate various insertion losses of the channel, the gain conventional active 

CTLE is controlled by adjusting degeneration resistance and capacitance. Fig. 2.8 

shows the gain adjustment of the CTLE with respect to the variance of RS and CS. 

When RS is controlled, the DC gain and the zero frequency is adjusted. Additionally,  
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(a) 

 

(b) 

Fig. 2.8 Gain controllability of CTLE: (a) Controlling RS and (b) CS. 
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the Nyquist gain is adjusted when controlling CS. The circuit designer should choose 

the optimum parameter of the circuit to compensate various channel losses. 

The RX input signal passing through the channel is amplified through CTLE. A 

comparison of gain curves in the frequency domain is shown in Fig. 2.9. Since channel 

loss causes low-pass filtering of the signal power spectral density, CTLE boosts the 

high-frequency gain which the peaking frequency is near the Nyquist frequency. The 

example of over-boosting and under-boosting condition is extracted and compared as 

shown in Fig. 2.10.  

When the gain at the Nyquist frequency is smaller than the DC gain, the overall 

boosting is under-boosted and vice versa. Therefore, the gain of the overall frequency 

range should be flat for optimum boosting. The CTLE gain should be well controlled 

to fulfill the above condition. In this thesis, the adaptation of the CTLE is presented 

in Section 3. 

 

 

 

Fig. 2.9 Gain curves of channel, CTLE, channel•CTLE. 
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Fig. 2.10 Gain curves and eye diagrams of various boosting conditions: under-boosted, 

optimum-boosted, and over-boosted. 
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2.2.3 Programmable Gain Amplifier 

 

Programmable Gain Amplifier (PGA) is the amplifier that controls the input swing 

level. Therefore, instead of boosting certain frequency range, the overall gain is con-

trolled by the PGA. As the required data rate increases, the PGA is essential for multi-

level signaling. Fig. 2.11 shows the conceptual PAM-4 eye diagrams with various 

PGA gain conditions. The mismatch between the input swing level and the threshold 

levels of the samplers causes critically to low BER of the LSB data. Therefore, con-

trollability of the input swing level with the PGA is very important for multi-level 

signaling.  

Fig. 2.12 shows the schematic diagram of the conventional active PGA. Since 

overall flat gain is required, the architecture of active PGA is configured as current-

mode-logic driver without degeneration capacitance. The transfer function of the  

 

 

Fig. 2.11 PAM-4 eye diagrams with various PGA gain conditions:  

Optimum, weak, and strong. 
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conventional active PGA is expressed as 

 

 
𝐻(𝑠) = 𝐴𝐷𝐶 ∙

1

(1 +
𝑠
𝜔𝑝1

)
 .    

(2.7) 

 

The one pole, and DC gain are written as  

 

 

Fig. 2.12 Schematic diagram of the conventional active PGA. 
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𝜔𝑝1 =
1

𝑅𝐿𝐶𝐿
 

(2.8) 

𝐴𝐷𝐶 =
𝑅𝐿

1
𝑔𝑚

+
𝑅𝑆
 

 

where gm is the transconductance of the input NMOS, RL is the load resistance, RS is 

the degeneration resistance. The design consideration for PGA is the dominant pole 

frequency should be higher than the Nyquist frequency.  

The controllability of the PGA gain is performed by adjusting the degeneration 

resistance. For fine tuning, the linear transistor with gate voltage control is adopted. 

The gain curves of the PGA are shown in Fig. 2.13. The DC gain is controlled, and 

the overall swing level is controlled to fit to the threshold levels of the samplers.   

 

Fig. 2.13 Gain curves of the PGA with adjustable degeneration resistance 
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2.2.4 Decision Feedback Equalizer 

 

Decision feedback equalizer (DFE) is widely adopted equalizer at the receiver side. 

The DFE is composed of the summer, sampler, and the feedback filter with weight 

coefficient multiplier. Fig. 2.14 shows the schematic diagram of the PAM-4 1-tap 

DFE. Since the feedback loop is configured with non-linear detection block, sampler. 

The DFE cannot be analyzed with the transfer function. With the single bit  

 

Fig. 2.14 Schematic diagram of the PAM-4 1-tap DFE 
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response analysis, the tap coefficients can be analyzed. As shown in Fig. 2.15, the 

DFE removes the post-cursor inter-symbol interferences (ISIs). The vertical eye mar-

gin (VEM) for PAM-2 signaling after DFE cancels the post-cursor ISIs can be ex-

pressed as 

 

 𝑉𝐸𝑀𝑃𝐴𝑀−2 = ℎ[ ]  ∑ ℎ[𝑘]

−1

𝑘=−∞

 (2.9) 

where the VEM is only affected by the pre-cursor ISIs. In the system of the receiver 

with DFE, the control of pre-cursor ISI is critical to the deterministic eye margin. The 

VEM for PAM-4 signaling is demonstrated as  

 

 𝑉𝐸𝑀𝑃𝐴𝑀−4 =
ℎ[ ]

3
 ∑ ℎ[𝑘]

−1

𝑘=−∞

 (2.10) 

where the effect of ISI is three times bigger than PAM-2 signaling. Therefore, the 

pre-cursor ISI control is important in achieving low bit-error rate. This issue is fig-

ured out in Section 4.  
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Fig. 2.15 Concept of DFE with single-bit response. 
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2.2.5 Equalizer Adaptation 

 

2.2.5.1 Least-mean square adaptation algorithm 

 

Equalizers are used to compensate for Inter-Symbol Interference (ISI) caused by 

frequency-dependent channel loss. However, if the equalizer used to remove ISI does 

not compensate for the correct value, residual ISI may remain, leading to decreased 

Signal-to-Noise Ratio (SNR). The effect of the ISI varies according to the sampling 

timing, and predicting its exact amount is challenging. Therefore, an adaptation 

method must accompany the equalizer to achieve high SNR.  

The least-mean square algorithm is the conventional algorithm for adaptation. To 

reduce the error, e[n] to minimum value, the equalizer coefficient, w[k] should be 

updated with the equation shown as, 

 

𝑤[𝑘]𝑖+1 = 𝑤[𝑘]𝑖  
𝜇

 
 
𝜕𝑒2[𝑛]

𝜕𝑤[𝑘]
   

(2.11) 

= 𝑤[𝑘]𝑖  𝜇𝑒[𝑛] ∙ 𝑦[𝑛  𝑘] 

where i is the sampling time index, k is the tap location, and μ is the update coeffi-

cient, and y[n] is the equalizer input. Since the error and the equalizer input should be 

evaluated with the multi-bit analog-to-digital converter, it is difficult to implement. 

Therefore, sign-sign least-mean-square (SSLMS) algorithm is employed for simplifi-

cation. The update equation of the SSLMS algorithm can be rewritten as,  

 



Chapter 2. Background on High-Speed Receiver                          26 

 

 𝑤[𝑘]𝑖+1 = 𝑤[𝑘]𝑖  𝜇 ∙ 𝑠𝑔𝑛(𝑒[𝑛]) ∙ 𝐷[𝑛  𝑘]  (2.12) 

where D[n] is the sampled output of the equalizer output. The SSLMS algorithm is 

widely adopted to update coefficients of the PGA, DFE due to its simple implemen-

tation However, the assumption that error and data samples are detected correctly is 

necessary, stating that the SSLMS falsely locks with the initial unequalized conditions. 

Especially for multi-level signaling, the initial eye diagram is mostly closed due to the 

reduced SNR, the demand for more robust adaptation algorithm rises.  

While DFE removes post-cursors and PGA adjusts the signal swing level to the 

target level. The SSLMS algorithm is widely adopted to adaptation of DFE and PGA 

due to its simplicity. The additional error samplers are required for SSLMS adaptation. 

Since the error samplers share the sampling clocks with the data samplers, it is not a 

large burden to the receiver implementation. However, CTLE controls the overall im-

pulse response by simultaneously controlling pre and post-cursor ISIs and the main 

cursor level. Therefore, SSLMS adaptation is not widely adopted to the CTLE, and 

other approaches are studied and analyzed. 
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2.2.5.2 Previous Works of CTLE adaptation 

 

 

Commonly used technique for adapting continuous-time linear equalizers (CTLEs) 

is known as the spectrum balancing method, which is illustrated in Fig. 2.16 [16 

TCAS2, Y.-H. Kim]. The primary objective of this approach is to align the output 

spectrum of the equalizer with that of an ideal random binary data. To achieve this 

goal, the equalizer output is separated into low- and high-frequency components using 

a critical frequency, which ensures equal power distribution between the two fre-

quency regions. The power in each frequency band is then detected by respective high-

pass and low-pass filters and compared to generate a control voltage for the equalizer. 

This method has the added advantage of eliminating the need for a power-hungry 

comparator circuit. However, it should be noted that this technique is only effective 

for input data streams that are either purely or pseudo-random. 

Another method is the eye-opening monitor-based adaptation which is an accu- 

 
Fig. 2.16 Concept of CTLE adaptation with spectrum balancing method in [7]. 
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rate way to set CTLE coefficients with an optimal BER as shown in Fig. 2.17. Since 

it is a counter-based methodology, many registers are used, occupying a large on-chip 

area and power consumption.  

  

 

 

Fig. 2.17 Concept of CTLE adaptation with eye-opening monitor in [3]. 
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2.3 Clock and Data Recovery 

 

2.3.1 Overview 

 

 

(a) 

 

(b) 

Fig. 2.18 (a) Mesochronous clocking architecture and (b) Plesiochronous clocking archi-

tecture. 
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Clock and data recovery (CDR) circuits play a critical role in various high-speed 

communication systems, including optical communications, chip-to-chip intercon-

nects, and backplane routing. These circuits enable synchronous operations, such as 

demultiplexing and retiming, on random data. CDR circuits should track both fre-

quency and phase error of the clocking between transmitter and the receiver. Fig. 2.18 

shows the asynchronous clocking architectures of the serial link.  

For the mesochronous clocking architecture, the clock generated from the clock 

multiplier of the transmitter is forwarded to the receiver. The frequency is matched 

for both clocks of the transmitter and receiver. However, the phase error due to the 

delay mismatch should be aligned. Therefore, the delay line or phase interpolator cir-

cuit is utilized for delay matching.  

For many serial link applications, multiple channels are not guaranteed for both 

data and clock transmission. Therefore, the plesiochronous clocking architecture is 

attractive to consumers of the serial link. Instead of forwarded clocking, the separate 

reference clocks are needed for transmitter and receiver. The frequency offset of the 

reference clocks causes the design complexity of the receiver CDR circuits. Both the 

frequency and phase error tracking is required for plesiochronous clocking architec-

ture.  

As data rate becomes higher, unit interval becomes narrower. The jitter from the 

clock generator becomes more critical in achieving low bit error rate. Since the flicker 

noise becomes larger as technology scales down, the on-chip clock generator such as 

ring oscillator is not an affordable design for ultra-high speed receiver implementation. 

Therefore, phase interpolator-based CDR becomes more attractive for high speed in-

terface.  
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2.3.2 PI-based CDR 

 

Fig. 2.19 shows the conceptual block diagram of the PI-based CDR. Due to the 

frequency offset between the reference clock and the input data in plesiochronous 

clocking architecture, digital loop filter design is important. This section shows the 

analysis of static phase and frequency error with regard to the order of the DLF.  

 

Fig. 2.19 Conceptual diagram of the PI-based CDR. 
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Static error is analyzed with the final value theorem and can be expressed as, 

 

(a) 

 

(b) 

Fig. 2.20 z-domain system model of (a) 1st order and (b) 2nd order PI- based CDR. 
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 𝑒(∞) = lim
𝑧→1
(𝑧  1)𝐸(𝑧) = lim

𝑧→1
(𝑧  1)𝐼(𝑧){1  𝐻(𝑧)}  

(2.13) 

where E(z) is the error transfer function, H(z) is the closed-loop jitter transfer function 

of the CDR, and I(z) is the input. With step input, steady-state phase error can be 

found. Additionally, steady-state frequency error can be found with ramp input. The 

step input and ramp input can be expressed as  

 

𝐼𝑠𝑡𝑒𝑝(𝑧) =
𝑝𝑧

𝑧  1
 

(2.14) 

𝐼𝑟𝑎𝑚𝑝(𝑧) =
𝑤𝑇𝑧

(𝑧  1)2
 

where p is the initial phase error, w is the initial frequency error and T is the sampling 

period respectively.  

Fig. 2.20 compares the z-domain system model of the PI-based CDR regarding the 

order of DLF. By applying the final value theorem, both 1st and 2nd order PI-based 

CDR can track steady-state phase error, but the steady-state frequency error is tracked 

by only 2nd order PI-based CDR. Therefore, with the frequency offset in plesiochro-

 

Table 2.2 Comparison between 1st and 2nd order PI-based CDR. 

 

1st order 2nd order

Steady-state
phase error

=  =  

Steady-state
frequency error

  =  
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nous clocking architecture, 2nd order PI-based CDR should be adopted. However, sta-

bility analysis and jitter peaking are inevitable. Table 2.2 summarizes the steady-state 

error analysis. 
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2.3.3 Types of PAM-4 Phase Detectors 

 

The phase detector (PD) is essential circuit to detect phase error between input data 

and recovered clock. For PI-based CDR, the needs for frequency error is not manda-

tory due to the small frequency offset. Therefore, various studies of PDs are widely 

presented for robustness and clocking power consumption efficiency. There are two 

types of PD with regard to the number of phases per unit interval (UI). 2x over-

sampling PD utilizes edge samples to detect phase error which requires five edge sam-

plers and three data samplers per UI. However, baud-rate PD requires only one sam-

pling clock phase per UI. Baud-rate PD needs four error samplers and three data sam-

plers. Fig. 2.21 compares 2x oversampling and baud-rate PD in terms of required sam-

plers. In this Section, two types of PAM-4 PD are studied.  

  

(a) (b) 

Fig. 2.21 Comparison between two types of PDs in terms of required samplers:  

(a) 2x oversampling PD and (b) baud-rate PD. 
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2.3.3.1 2x Oversampling PAM-4 PD 

 

2x oversampling PD utilizes two number of sampling clock phases. This PD de-

tects the data transition by implementing the edge sampler. For multi-level signaling, 

there are multiple zero-crossing issues which causes data-dependent jitter. Fig. 2.22 

shows the edge distribution for PAM-2 signaling and PAM-4 signaling. With random 

data input, the probability of the edge distribution is 0.5 and has unique crossing point 

for PAM-2 signaling. However, edge distributions are separated with three crossing 

points with probability of 0.125, 0.25, and 0.125. These multiple edge distributions 

appeared in multi-level signaling degrades the recovered clock jitter.  

This multiple zero-crossing issue is serious issue for PI-based CDR. This issue has 

been solved by removing the improper transitions [26]. However, due to the reduced 

number of detecting transitions in PAM-4 PD, the transition density is reduced and 

degrades bandwidth of the jitter tolerance curve. To overcome  

  

(a) (b) 

 
Fig. 2.22 Edge distributions for (a) PAM-2 and (b) PAM-4 signaling. 
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this issue, the very early/late concept is proposed [5]. By not eliminating the bad tran-

sitions, the weighted summation of good transitions and bad transitions solves the 

transition density reduction. However, this scheme has the trade-off between the bang-

bang jitter and lock time.  

For multi-level signaling, the 2x oversampling PD suffers the multiple zero cross-

ing issue. As well as the jitter problem, the clocking power consumption increases too 

much since the number of data samplers are three times more than PAM-2 signaling. 

Therefore, baud-rate PDs are widely adopted due to the above-mentioned issues. 

  

 

Fig. 2.23 Concept of the proposed PAM-4 PD in [5]. 

 

 



Chapter 2. Background on High-Speed Receiver                          38 

 

2.3.3.2 Baud-rate PAM-4 PD 

 

 

Baud-rate PD utilizes only one sampling clock phase per symbol. This approach is 

beneficial compared to oversampling PD in terms of area and power. In case of ultra-

high speed wireline transceivers, half-rate and quarter-rate clocking architecture are 

inevitably adopted. These clocking architectures require multi-phase clocks and the 

need for reducing sampling clock phases for timing recovery is reasonable. 

 The baud-rate timing recovery outlined by Mueller/Muller requires multi-bit an-

alog to digital converter (ADC) [14]. For simplicity, a sign-sign Mueller-Muller (SS-

MM) PD has been presented for PAM-2 signaling as shown in Fig. 2.24 [15]. 

 

Fig. 2.24 Concept of the baud-rate PD in [15]. 
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The SS-MM PD utilizes error and data samplers with two sequential symbols. The 

SS-MM PD has the locking point of “h-1=h+1” where h-1 is the 1st pre-cursor ISI, and 

h+1 is the 1st post-cursor ISI.  

Fig. 2.25 shows the conceptual diagram of single-bit responses and the correspond-

ing PD gain curves. For equalized symmetric single-bit response, the SS-MM PD can 

achieve the maximum vertical eye opening at the locking point. Since the  

 

(a) 

 

(b) 

Fig. 2.25 Single-bit responses with corresponding PD gain curves for (a) symmetric impulse 

response without adaptive DFE and (b) asymmetric impulse response with adaptive DFE. 
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residual ISIs remain, the overall SNR is degraded which is critical disadvantage for 

PAM-4 signaling. To overcome this issue, the adaptive DFE is implemented with the 

baud-rate PAM-4 PD. However, due to the locking point of “h-1=h+1=0” causes the 

dead-zone of recovered clock since the adaptive DFE cancels the post-cursor ISI for 

every sampling clock phase. The dead-zone causes the wandering of the recovered 

clock which is the reason for high BER.  

Many baud-rate PDs are studied and published to overcome the dead-zone prob- 

 

 

Fig. 2.26 Unequalized MM CDR with pulse response in [16]. 
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lem. The unequalized MM CDR is proposed [16]. By adding digital offset to the 

phase-error accumulator to shift the locking point. However, the manually added the 

digital offset varies to meet different channel conditions. The stochastic PAM-4 baud-

rate PD is presented in [17]. By utilizing Bayes’ theorem, the locking point can be 

pre-determined with known ISI conditions. However, this scheme needs the digital 

coefficient of weighted summation which is externally controlled.  

 

 

 

Fig. 2.27 Stochastic PAM-4 PD proposed in [17]. 
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Chapter 3   

PAM-2 Receiver with Stochastic 

CTLE Adaptation 

 

 

 

3.1 Overview 

 

As the data rates required for various wireline standards continue to increase, fre-

quency dependent-loss due to limited channel bandwidth increases. Thus, the design 

of the equalizer to compensate for signal-to-noise ratio (SNR) degradations becomes 

essential in the receiver (RX) design. The popular combination of equalizers at the 

receiver side is a continuous-time linear equalizer (CTLE) and a decision feedback 

equalizer (DFE). In addition, it is necessary to adapt equalization coefficients accord-

ing to the channel conditions to minimize the bit error rate (BER). For the adaptation 

of the DFE, the sign-sign least-mean-square (SSLMS) algorithm is commonly used 

to cancel post-cursor inter-symbol interference (ISI). However, since the CTLE 

changes the overall shape of ISI, including the main cursor, pre-, and post-cursors, the 

CTLE adaptation is not straightforward. Therefore, various adaptation techniques for 

the CTLE have been reported [2], [3], [4], [5], [6], [7]. 
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A spectrum balancing technique is implemented by balancing low- and high-fre-

quency components of input data, which is an analog-intensive method [7]. An adap-

tation technique using asynchronous undersampling monitors monitoring histograms 

of stored sampler outputs by sweeping sampler threshold levels [2]. Although it can 

be performed without a synchronous sampling clock, it requires a sizeable digital 

hardware overhead. Eye-opening monitor (EOM)-based adaptation is an accurate way 

to set equalizer coefficients with an optimal BER [3]. Since it is a counter-based meth-

odology, many registers are used, occupying a large chip area. Sequential search and 

genetic algorithms are recently published adaptation methods [4], [5]. Both methods 

require a long adaptation time and additional DACs to sweep sampler threshold levels. 

The SSLMS can also be applied to the CTLE adaptation, but erratic location selection 

can cause the RX equalizer to fall into local minima [6]. 

In order to solve these issues, we propose a referenceless receiver with a stochastic 

CTLE adaptation methodology. The proposed stochastic CTLE selector (SCGS) is 

implemented by detecting sequential edge and data samples obtained for the CDR. 

Thereby, the proposed adaptation technique does not require additional analog hard-

ware. The SCGS is fully synthesizable in the digital domain. 

The remainder of this brief is organized as follows. First, the CTLE adaptation 

methodology is presented. Next, the circuit implementation of the RX is described. 

Finally, the experimental results of the prototype chip show the performance and com-

pares with other receivers with CTLE adaptation. 
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3.2 Proposed CTLE Adaptation 

 

3.2.1 Concept 

  

One of the main objectives of this work is to develop a robust referenceless and 

adaptive receiver while keeping the conventional 2x oversampling architecture. As 

shown in Fig. 3.1, the proposed receiver achieves the referenceless operation and the 

CTLE adaptation by adding a stochastic control engine.  The overall receiver con-

sists of a CTLE, samplers, demultiplexers (DEMUXs), a digitally controlled oscillator 

(DCO), a voltage- to-analog converter (VDAC), and the stochastic control engine. A 

stochastic phase-frequency detector (SPFD) controls the DCO for the referenceless 

Fig. 3.1 Proposed receiver with stochastic control engine. 
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CDR operation, and the SCGS controls the CTLE gain through the VDAC. The SPFD 

is implemented by utilizing three sequential data and edge samples to detect a fre-

quency error as well as phase error [18]. 

In addition to the referenceless CDR, equalizer adaptation is obtained by utilizing 

the same data and edge samples. The conventional edge-based adaptation makes that 

Fig. 3.2 Concept of the conventional edge-based CTLE adaptation and proposed CTLE adap-

tation by detecting sequential edge and data patterns. 



Chapter 3. PAM-2 Receiver with Stochastic CTLE Adaptation                46 

 

the correlation between the data sample and the edge sample 1.5 UI away converges 

to zero [19]. As shown in Fig. 3.2(a), this adaptation method drives the value of h1.5 

to zero, removing the correlation between D-2 and E-1. However, the conventional 

edge-based adaptation may fall into suboptimum depending on the shape of the single-

bit response (SBR) of the channel. This brief proposes a stochastic CTLE adaptation 

algorithm examining five consecutive edge and data samples to overcome the short-

comings of the suboptimum settling of the conventional edge-based adaptation, espe-

cially in the presence of a significant precursor ISI. As shown in Fig. 3.2(b), the output 

of the SCGS is produced by the lookup table of the weights assigned to each of the 5-

bit sequential patterns. The SCGSOUT is positive (negative) when the pattern is under-

boosted (over-boosted). Its validity is verified by calculating the weighted sum of all 

probabilities of each symbol occurrence in both under- and over-boost cases and com-

paring it with the desired output. 

Before explaining the detailed operation of the proposed SCGS, we investigate the 

optimal boost condition of the CTLE. In the recently published RX design [20], three 

equalizers are used: CTLE, DFE, and VGA. While the DFE removes post-cursors, the 

VGA adjusts the signal swing to the target level while maintaining the overall SNR. 

As a result, the combination of the DFE and the VGA can maximize the vertical eye 

margin. However, the horizontal eye margin cannot be enlarged by the DFE and the 

VGA. On the other hand, CTLE can increase the horizontal eye margin by simultane-

ously controlling the main, pre, and post-cursor ISIs. Thus, we define optimal boost-

ing of the CTLE as the point where the horizontal margin of the equalized eye diagram 

is maximized. 
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3.2.2 Number of Samples 

 

Our goal is to extract ISI information by examining as few sequential edge and 

data samples as possible for channels with a high insertion loss. Fig. 3.3 shows how 

Fig. 3.3 ISI information obtained through correlation according to different sequential pat-

terns. 
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the ISI information can be extracted according to the number and combination of the 

samples through the SBR. If {D, E, D} is detected for three samples, information on 

h-0.5 and h0.5 is obtained through the correlation between the data and edge samples. 

However, the ISI information obtained from the three samples is not sufficient to im-

plement CTLE adaptation for high-loss channels where ISI spans across many sym-

bols. For five samples of {D, E, D, E, D}, information from h-1.5 to h1.5 can be obtained 

by analyzing the SBR in the same manner as above.  

In this brief, {E, D, E, D, E} is selected to implement the CTLE adaptation, which 

contains information from h-2.5 to h2.5. The reason for using the edge samples at both 

ends instead of the data samples is that E-3 and E-1 include ISI information for patterns 

of D-3 and D0 with a probability of 1/4 for a random data input, which yields ample 

information for the target channel. We would have expanded the number of samples 

to look if the channel had a longer ISI. The design trade-off is the selection of the 

target loss range and the number of monitored patterns. 

If the receiver is implemented with combined CTLE and DFE, the DFE eliminates 

post-cursor ISIs, and the CTLE controls the residual long-tail and pre-cursor ISIs. 

When the long-tail ISIs are not cancelled in the DFE, the number of monitored se-

quential patterns should be enlarged to detect the residual long-tail ISIs. 
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3.2.3 Weight Searching Algorithm 

 

 

(a) 

 

(b) 

Fig. 3.4 (a) Selected channel models and CTLE model, (b) collected eye diagrams and histo-

grams for various CTLE codes with 15dB loss channel model. 
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The weight is looked up by the SCGS to determine whether to boost more or less 

in the CTLE. The weights corresponding to each symbol are obtained by a weight 

searching algorithm. Before starting the weight searching sequence, various target  

Fig. 3.5 Weight conditions that SCGSOUT should satisfy for one channel (top) where M is 

the optimum CTLE code, and several examples of the SCGS gain curves that applies the 

weight that satisfies the above conditions with -15dB loss channel (bottom). 
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(a) 

 

(b) 

Fig. 3.6 (a) How the state Count Num is performed, and (b) weight searching algorithm that 

finds the golden weight set based-on epsilon constraint optimization. 
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channel models and implemented CTLE models should be prepared. In this brief, the 

selected channel models cover the loss from -10 dB to -20 dB at the Nyquist frequency 

of 10 GHz, as shown in Fig. 3.4(a). The CTLE has a 7 dB gain at the Nyquist fre-

quency, while the DC gain and the zero frequency are controlled with 4-bit resolution 

by varying the source degeneration resistance.  

With the channel and CTLE models ready, eye diagrams and histograms of the 5-

bit symbols are extracted with pseudo-random data for all channels and CTLE models. 

Fig. 3.4(a) shows an example of the collected histograms and eye diagrams for each 

CTLE code with a 15-dB loss. The CTLE code with the maximum eye width is iden-

tified among the collected eye diagrams, which is the optimum CTLE code that the 

SCGS should produce. For the smaller or larger CTLE codes than the optimum code, 

the SCGS should be able to recognize whether the CTLE is under-boosting or over-

boosting. This collection procedure is executed for all pre-determined channel and 

CTLE models. Based on the data obtained in the procedure, the proposed SCGS im-

plements a weighted summation that satisfies for all pre-determined channel losses to 

settle the optimum code. 

We present a straightforward method to determine the set of weights in the form 

of a lookup table to search for each detected symbol. The weights for each symbol are 

selected from a set of {-8, -4, -2, -1, 0, 1, 2, 4, 8} that can be trivially implemented as 

a shift in the digital domain. The output of the SCGS is then determined by 

 𝑆𝐶𝐺𝑆𝑘 =∑ 𝑃𝑘(𝑆𝑁) ∙ 𝑊𝑁
31

𝑁=0
 (3.1) 

where k is the CTLE code, Pk(SN) is the occurrence probability of symbol SN, and 

WN is the weight for the corresponding symbol. Fig. 5 shows the selection criteria 
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under which the weight set must be met. First, the absolute value of the SCGSOUT must 

be smaller than ε at the optimum code M. By adopting the epsilon-constraint optimi-

zation [10], a suitable selection of ε ensures a unique weight set. Second, for all the 

CTLE codes without the optimum code, the derivative of the SCGSOUT must be neg-

ative. This monotonicity ensures that the SCGS correctly detects the direction of the 

CTLE conditions. Under these two criteria, we find the weight groups that satisfy the 

target channel condition. As shown in Fig. 3.5, multiple weight sets can satisfy the 

two criteria for one channel if the value of ε is large.  

By utilizing the epsilon constraint optimization, which solves the multi-objective 

optimization problem [21], a golden weight set that makes the SCGS satisfy various 

channel models is obtained. As shown in Fig. 3.6 (a), the Count-Num, which counts 

the number of weight sets that satisfy the weight selection criteria, is described. The 

total number of possible weight sets is initially 916 but recalculated and is reduced 

rapidly as another channel loss is added during the weight searching sequence, as il-

lustrated in Fig. 3.6 (b). For each channel loss, weight sets that satisfy the criteria are 

collected from the group of weight sets passed in the previous channel. Through rep-

etition of this sequence, weight sets that satisfy the criteria for all channel losses  

 

Table 3.1 Golden weight table 
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are obtained. If there is no satisfactory weight set during the process, the value of ε is 

increased to loosen the criterion. If the number of weight sets satisfied up to the last 

channel exceeds one, the value of the ε is decreased to make the criterion tighter. The 

final weight set obtained from the searching algorithm is a golden weight set and is 

applied to the SCGS. In this work, the number of weight sets that satisfy for the first 

channel is reduced to 291514 (≈95.7), which is significantly reduced. Therefore, the 

computation time is superbly reduced when passing the channel 1. 

The weight table shown below in table 3.1 shows the golden weight obtained from 

the weight searching sequence. Due to the histogram symmetry, the 32 symbols are 

 

Fig. 3.7 Final stochastic CTLE adaptation gain curve with the golden weight set for the 

selected channel models. 
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grouped into 16 groups, and the weights for each group are shown. When CTLE ad-

aptation is implemented with the proposed methodology, maximum eye width can be 

achieved for all targeted channels. Fig. 3.7 shows the overall stochastic CTLE adap-

tation gain curve for all pre-determined channel models when the golden weight is 

applied. The SCGS gain curve has zero-crossing at the optimum CTLE code for each 

channel loss, and the monotonicity is assured. As long as the channel loss is varied 

within the target training range, the SCGS provides an optimized performance not just 

for the target channels. 
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3.3 Circuit Implementation 

 

Fig. 3.8 shows the circuit implementation of the proposed receiver with the sto-

chastic control engine. Half-rate clocking is employed to reduce the timing constraint. 

The receiver circuit consists of a CTLE, samplers, DEMUXs, a DCO, a VDAC, and 

a synthesized digital loop filter with the stochastic control engine. The implementation 

 

Fig. 3.8 Circuit implementation of the proposed receiver with referenceless CDR and 

stochastic CTLE adaptation. 
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of the CTLE utilizes resistive and capacitive source degeneration. By controlling de-

generated NMOS gate voltage, VGAIN through the VDAC, it boosts up to 8 dB at 10 

GHz while providing a DC gain range of -5 to 5 dB. The CTLE is followed by four 

samplers for half-rate 2x oversampling. Strong-arm latch samplers are used, and the 

offset of each sampler is externally compensated. DEMUXs deserialize the data and 

edge samples to use them in the synthesized stochastic CTLE adaptation as well as 

the referenceless CDR loop. The 32 patterns of the E-D-E-D-E sequence are filtered 

through a symbol filter, and the number of occurrences is counted for each symbol. 

While the number of patterns is 32, they can be classified into 16 groups for a simple 

implementation because of the symmetry of the histograms. The weights obtained 

through the weight searching are applied with binary shift implementation. The 

weighted summation of the occurrences generates the gain error. The gain error is 

accumulated 4-bit binary gain control word (GCW). The GCW controls the VDAC 

and generates VGAIN. Also, the SPFD is implemented for the CDR loop. The three 

sequential data and edge samples are filtered and counted for phase-frequency error 

(PFerr). The PFerr is accumulated and passed through a first-order delta-sigma mod-

ulator (DSM) and generates a 10-bit frequency control word (FCW). While the FCW 

controls the digitally controlled resistor of the DCO, the direct proportional path with 

conventional BBPD is implemented to reduce the CDR loop latency [18], [22]. 
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3.4 Measurement Results 

The prototype chip is fabricated in 28-nm CMOS technology. The chip photomicro-

graph and the measured power breakdown are shown in Fig. 3.9. The proposed adap-

tive RX occupies the chip area of 0.029 mm2. All the blocks operate  

 

Fig. 3.9 Microphotograph of the prototype and power breakdown. 
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from a 1.0-V supply. The stochastic engine consumes 5.34 mW, while the total power 

is 17.76 mW. The RX is tested from 8 Gb/s to 16 Gb/s with the PRBS7 pattern and 

the swing level of 1 Vpp differential. The BER is measured with a BERT (Anritsu 

MP1800A). Fig. 3.10 illustrates the insertion loss of the three channels. The length of 

FR-4 trace differs for the three channels. The measured insertion losses are 10 dB at 

8 GHz for Channel 1, 14 dB at 8 GHz for Channel 2, and 16 dB at 7 GHz for Channel 

3. 

To demonstrate the performance of the SCGS, the BER is measured by manually 

changing the CTLE coefficient, as shown in Fig. 3.11. To effectively show the  

 

Fig. 3.10 Measured channel insertion loss. 
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result, sinusoidal jitter of 0.2 UIpp at 100 MHz is injected into the input data NRZ 

signal. As a result, the SCGS adaptively selects the optimum CTLE coefficients for 

the three measured channels. For Channel 3, the swing is optimum-boosted and the 

lowest BER is obtained. Since the CTLE with fixed degeneration capacitance offers 

the 7 dB gain at the Nyquist frequency, the equalized swing is over-boosted for the 

low-loss channel. Fig. 3.12 shows the jitter tolerance curve (JTOL) at a BER of 10-12 

with the highest insertion loss of channel 3. The input data is a 14-Gb/s signal with a 

16-dB loss at 7 GHz. The JTOL is measured with  

 
Fig. 3.11 Measured BER with sinusoidal jitter of 0.2 UIpp at 100 MHz by manually con-

trolled CTLE code. 
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both the SCGS, and SPFD enabled. Table 3.2 shows the performance comparison with 

the state-of-the-art RXs with CTLE adaptation. It shows that the proposed RX 

achieves the lowest power consumption without additional analog hardware and of-

fers an energy efficiency of 1.11 pJ/bit. 

  

 

Fig. 3.12 Measured JTOL of channel 3 with both referenceless CDR and CTLE adapta-

tion is on. 
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Chapter 4  

 

PAM-4 Receiver with Dead-zone 

Free SS-MMSE PD for CIS Link 

 

 

 

4.1 Overview 

 

As the demand for autonomous driving increases, high data rates and robust oper-

ations are required for the serial links of an automotive CMOS image sensor (CIS) [1], 

[20], [24]. In the CIS link, since the bandwidth of the channel is limited to only 3 GHz 

[20], [24], a multi-level signaling is attractive to realize the link bandwidth beyond 10 

Gb/s. However, the multi-level signaling degrades a signal-to-noise ratio (SNR), mak-

ing hard to meet the stringent automotive prerequisites for reliability. Therefore, cir-

cuit techniques for robust operation are needed in the CIS link. 

A clock and data recovery (CDR) circuit is a critical block in the reliable RX design. 

A 2x oversampling CDR with a bang-bang phase detector (PD) is widely used due to 

its robustness [25], [26], [27]. However, the additional samplers and clock phases for 
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edge sampling result in excessive clock power consumption. In addition, since data-

dependent jitter inevitably occurs due to multiple transitions in PAM-4 signaling, the 

elimination of these transitions is unavoidable [25], [26], [27]. This could limit the 

CDR bandwidth and degrade the link performance. 

Thus, a baud-rate PAM-4 CDR is attractive for a power-efficient RX design [16], 

[17], [28], [29], [30], [31], [32]. The Sign-Sign Mueller-Muller (SS-MM PD) is 

widely used for the baud-rate CDR [16], [28], [29]. However, when the SS-MM PD 

operates with an adaptive DFE, precursor dependency is caused, which results in a 

dead zone [16]. The dead zone degrades CDR performance with increased jitter in the 

recovered clock caused by phase wandering. Several PAM-4 baud-rate PDs have been 

proposed to resolve the dead-zone problem, but they depend on the data level (dLev), 

which is the threshold level of the error sampler [17], [29], [30]. Since the detection 

levels for data samplers are dependent on the dLevs, additional background calibra-

tion schemes for offset and non-linearity detection are required for those schemes. 

Another conventional baud-rate PD is a sign-sign minimum mean squared error 

(SS-MMSE) PD [32]. However, the SS-MMSE PD with the adaptive DFE also retains 

the dead zone problem unless an additional slope detector is implemented. Given these 

limitations, we propose a dead-zone free (DF) SS-MMSE PD which uses a reduced 

number of error samplers and introduces a biased state that gives a certain value by 

default. By using a weighted summation of the SS-MMSE PD and the biased state, 

the proposed PD eliminates the dead zone without additional hardware. Furthermore, 

maximum vertical eye-opening (VEO) is achieved by providing the criterion of se-

lecting weight of the biased state. 
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Fig. 4.1 illustrates the conceptual diagram of the proposed PAM-4 receiver (RX). 

To fulfill the stringent automotive prerequisites for reliability, a dead-zone free baud-

rate CDR and an adaptive control engine is presented. The RX provides the unique 

locking point of phase interpolator (PI) with DF SS-MMSE PD. Furthermore, the 

adaptive control engine provides the coefficients of the equalizers and calibration of 

the non-linearity and offset of the circuits.  

In this paper, we offer analysis on two types of the conventional baud-rate PDs and 

the proposed technique for removing the dead zone in SS-MMSE PAM-4 PD. Then, 

a circuit implementation of the prototype RX with non-linearity calibration and mul-

tiple loop stability control is presented. Finally, the measurement results are shown 

and summarizes this work. 
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4.2 Analysis of Conventional Baud-rate PDs 

and Proposed Dead-zone Free PAM-4 PD  

 

4.2.1 Comparison between MM PD and MMSE PD  

 

Considering a channel with a symmetric impulse response h(t), the timing function 

for an MM PD [14] can be written as 

 𝑓𝑀𝑀(𝜏) =
1

 
(ℎ−1  ℎ+1) =

1

 
[ℎ(𝜏  𝑇)  ℎ(𝜏 + 𝑇)] (4.1) 

where T and τ are sampling period and phase, respectively. The timing function in (1) 

will produce a locking point where the first pre-cursor and the first post-cursor inter 

symbol interference (ISI) are the same. The discrete signal at the RX x[n] can be ex-

pressed by the transmitted symbols and channel response as  

 
𝑥[𝑛] =∑𝑑𝑡𝑥[𝑛  𝑘]ℎ[𝑘]

𝑘

 
(4.2) 

where dtx[n] is the transmitted symbol that is assumed to be equi-probable and inde-

pendent. If the transmitted symbols are available at the RX with amply low BER, the 

timing function of the MM PD can be extracted by correlating received sliced symbols 

and received signals as follows 

 𝑓𝑀𝑀(𝜏) =
1

 
𝐸{𝑥[𝑛  1]𝑑[𝑛]  𝑥[𝑛]𝑑[𝑛  1]} (4.3) 

where E{X} is the expectation of X and d[n] is the received data symbol. The x[n] 



Chapter 4. PAM-4 Receiver with Dead-zone Free SS-MMSE PD for CIS Link    68 

 

can be replaced with the error signal e[n]. Then the final timing function of MM PD 

can be extracted as 

 𝑓𝑀𝑀(𝜏) =
1

 
𝐸{𝑒[𝑛  1]𝑑[𝑛]  𝑒[𝑛]𝑑[𝑛  1]} (4.4) 

The timing function shows that the phase error is derived by detecting two consecutive 

data and error samples. With symmetric impulse response, this decision-aided timing 

function provides a locking point where the main-cursor level is maximized. 

On the other hand, the MMSE PD obtains a locking point minimizing an expected 

value of an error that is the difference between the received discrete symbol and the 

ideal transmitted symbol, and therefore 

 𝑒[𝑛, 𝜏] = 𝑥[𝑛, 𝜏]  𝑑𝑡𝑥[𝑛]. (4.5) 

Then, the timing function of the MMSE PD is written as [33] 

 

𝑓𝑀𝑀𝑆𝐸(𝜏) = 𝐸 {
𝑑𝑒[𝑛, 𝜏]2

𝑑𝜏
} 

(4.6) 

=  𝐸 {𝑒[𝑛]
𝑑𝑥[𝑛, 𝜏]

𝑑𝜏
} 

In (6), the signal slope is determined by the difference between the two adjacent 

received symbols [34], [35]. Thus, the timing function at τ=0 is simplified to 

 𝑓𝑀𝑀𝑆𝐸(𝜏) ≈  𝐸{𝑒[𝑛] ∙ (𝑥[𝑛 + 1]  𝑥[𝑛  1])} (4.7) 

The timing function of MMSE PD in (7) shows that the MMSE PD needs three 

consecutive samples to generate phase error while the MM PD detects two sequential 

UI patterns. To determine lock point of the MMSE PD, we also assume sufficient low 

BER as well as MM PD, and substitute (5) in (7) 
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𝑓𝑀𝑀𝑆𝐸(𝜏) =  𝐸{(𝑥[𝑛]  𝑑[𝑛])(𝑥[𝑛 + 1]  𝑥[𝑛  1])} 

(4.8) =  𝐸{𝑑[𝑛](𝑥[𝑛  1]  𝑥[𝑛 + 1])} 

=  (ℎ−1  ℎ+1). 
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(a) 

 

(b) 

Fig. 4.2 Detected transitions of (a) MM PD and (b) MMSE PD which assumes 2 error sam-

plers per sampling phase. 
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Fig. 4.2 (a) and (b) shows the data transitions that MM PD and MMSE PD detect, 

respectively. To reduce the loading capacitance of a DFE summer, we considered two 

error samplers per UI for circuit implementation. Based on the phase error functions 

of the baud-rate PDs, the MM PD detects 4 transitions out of 16 transitions, and 

achieves phase-detecting transition density of 0.25. However, the MMSE PD uses 24 

transitions out of 64 transitions which yields phase-detecting transition density of 

0.375. 

The phase error function, transition density, and the locking point of the MM PD 

and MMSE PD are compared as shown in Table 4.1. While the MM PD detects two 

sequential data and error samples, the MMSE PD considers three sequential patterns. 

Despite this hardware overhead, the transition density of the MMSE PD is 1.5 times 

 MM PD MMSE PD 

Timing 

function 

PDOUT,MM 

=e[n-1]d[n]-e[n]d[n-1] 

PDOUT,MMSE 

=e[n]•{d[n-1]-d[n+1]} 

Phase-de-

tecting tran-

sition den-

sity 

0.25 0.375 

Locking 

point 
h-1=h+1 h-1=h+1 

 

Table 4.1 Comparison between MM PD and MMSE PD assuming 2 error samplers per UI. 
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higher than that of the MM PD. To obtain higher transition density and reduced sum-

mer loading, this paper adopted the SS-MMSE PD with reduced error samplers in-

stead of the SS-MM PD for the baud-rate PAM-4 CDR. 
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4.2.2 Dead-zone Effect of Conventional Baud-rate PD 

with Adaptive DFE  

 

 

(a) 

 

(b) 

Fig. 4.3 Single bit response and corresponding timing function of (a) conventional baud-rate 

PD without DFE, (b) conventional baud-rate PD with DFE. 
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Since PAM-4 signaling has the SNR penalty of 9.5 dB compared to the NRZ sig-

naling, zero-forcing of ISIs is essential to fully recover the received symbols. The 

typical RX equalizer is a DFE which removes post-cursor ISIs without degrading the 

main-cursor level. Also, baud-rate clocking is widely adopted to reduce clocking 

power consumption of the multi-level signaling RX implementation. As a result, com-

bination of the baud-rate PD and the DFE adaptation is the mostly adopted PAM-4 

RX architecture for both CDR and equalization. 

However, this combination causes a dead zone that increases the recovered clock 

jitter. As shown in Fig. 4.3 (a) and (b), single-bit responses and the corresponding 

timing function of the conventional baud-rate PD are illustrated for both cases with 

and without adaptive DFE. Without adaptive DFE, residual post-cursor ISI guarantees 

a unique locking point of the conventional baud-rate PDs. With the received symmet-

ric impulse response, sampling phase is where the main cursor level is maximum. On 

the other hand, an adaptive DFE cancels post-cursor ISIs for every sampling clock 

phase. Since the baud-rate PD creates the locking point of h-1=h+1=0, the clock phases 

where pre-cursor ISI is zero can be the locking point. This multiple-locking problem 

causes the recovered clock to wander. 
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4.2.3 Proposed Dead-zone Free PAM-4 Baud-rate PD 

 

Fig. 4.4 depicts how the proposed DF SS-MMSE PD generates phase error with 

the reduced error samplers in PAM-4 signaling. Based on the phase error equation of 

the SS-MMSE PD shown in Fig. 4.4 (top right), the proposed SS-MMSE PD detects 

three sequential samples of Dk-2, Ek-1, and Dk. For the middle error sample, Ek-1 has 

three regions of ERR0, ERR1, and ERR2. When there is a transition from Dk-2 to Dk, 

 
Fig. 4.4 Working principle of the proposed SS-MMSE PD and the biased state. 
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the PD output is determined according to the error region where Ek-1 belongs. The 

truth table shows the early and late states according to the timing function, considering 

only rising transitions for simplicity. When implementing the proposed PD, falling 

transitions are also considered.  

However, four rising -3(Dk-2) to +3(Dk) transitions contain the same number of 

early and late states by sharing the same ERR1 region, as shown in Fig. 4.4 (left below). 

Since the same number of early and late states overlap, the conventional SS-MMSE 

PD considers these transitions as a hold state. However, we defined it as a biased state 

to utilize these transitions. The biased state provides the uniform probability for the 

overall phase error range. As mentioned before, falling transitions for the biased state 

are also considered as well as early and late states when implementing the proposed 

PD. 
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The dead-zone problem is solved by adding a weighted biased state, β•biased to 

the SS-MMSE PD as shown in Fig. 4.5. By weighted summation, the overall PDOUT 

is downshifted and achieves a unique locking point. Fig. 4.5(b) depicts the timing 

function of the DF SS-MMSE PD, fDF(t) obtained through the relational expression of 

the timing function of SS-MMSE PD, fMMSE(t). Since the adaptive DFE eliminates all 

post-cursor ISIs, the timing function relationship between fDF(t) and fMMSE(t) is ex-

pressed as 

 

𝑓𝐷𝐹(𝑡) = 𝑓𝑀𝑀𝑆𝐸(𝑡)  𝛽 ∙ 𝑏𝑖𝑎𝑠𝑒𝑑 

(4.9) 

=  ℎ(𝑡  𝑇)  𝛽 ∙ 𝑏𝑖𝑎𝑠𝑒𝑑 

 

Fig. 4.6 Conceptual diagram of the maximum VEO achievement. 
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where β•biased as shown in Fig. 4.6. This down-shift moves the locking point of the 

DF SS-MMSE PD to rightward where the pre-cursor ISI, h-1,DF is non-zero value. 

Therefore, this paper examines the optimal value of β to maximized VEO. 

Initially, the VEO is estimated based on the assumptions that the cursor level is 

determined for each sampling clock phase and all post-cursor ISIs are eliminated 

through the adaptive DFE. Assuming that the remaining pre-cursor ISIs are zero ex-

cept the first pre-cursor level, then the VEO for PAM-4 signaling is expressed as fol-

lows 

 𝑉𝐸𝑂(𝑡) = ℎ(𝑡)  3 ∙ ℎ(𝑡  𝑇). (4.10) 

To maximize the VEO, the optimal sampling phase, τ should be shifted to rightward 

where the gradient of VEO is zero. It is expressed as  

 
𝑑𝑉𝐸𝑂

𝑑𝑡
=
𝑑ℎ(𝑡)

𝑑𝑡
|
𝑡=𝜏

 3 ∙
𝑑ℎ(𝑡  𝑇)

𝑑𝑡
|
𝑡=𝜏

=   (4.11) 
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Fig. 4.7 Simulation results of optimum beta for different insertion losses 
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where h(τ)=h0,DF and h(τ-T)=h-1,DF respectively. The maximum VEO can be obtained 

by the sampling phase when t=τ, which satisfies the equation (11). At this optimal 

sampling phase, β•biased=2h-1,DF is satisfied. 

Fig. 4.7 shows numerical simulation results of the locking point dependency on 

various insertion losses. We defined phase error as how much the sampling clock 

phase is differed from where the main cursor level is maximum. When β=0, the lock-

ing point is where h-1=h+1=0. As β increases, the locking point moves rightward. The 

DF SS-MMSE PD can obtain a locking point of maximum VEO with an optimum β. 

By selecting the optimum β with serial link modeling, the DF SS-MMSE achieves a 

uniform locking point as well as maximum VEO. 
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4.3 Circuit Implementation 

 

 

 

4.3.1 Architecture of the Proposed PAM-4 RX 

 

 

Fig. 4.8 Overall block diagram of the proposed PAM-4 adaptive RX. 
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To ensure the safety-critical functionality in the CIS link, on-chip calibrations are 

needed to be equipped in the RX design. Fig. 4.8 shows the overall architecture of the 

proposed adaptive PAM-4 RX and AC gain curves of the equalizers. An analog front 

end consists of an attenuator (ATT), a programmable gain amplifier (PGA), a contin-

uous time linear equalizer (CTLE), and a 3-tap half-rate DFE. An adaptive gain con-

troller (AGC) controls the ATT and PGA to create a constant data swing at the sampler 

input regardless of the channel conditions. The reference levels for samplers are fixed 

with offset and non-linearity compensated data and threshold levels (dtLevs). A Fixed 

dtLev calibration adjusts the 8-bit DACs so that the error and data samplers have op-

timum dtLevs [20]. The constant data swing and fixed dtLev make the DFE robust. In 

the DFE, a common-mode compensation tap (Hcm) with a coefficient equal to half of 

the sum of three DFE tap coefficient is also implemented. Three data samplers (DH, 

DM, DL) with 2:12 deseraializers (DESs) samples the received data symbols. 

Along with the analog front-end and the adaptation logics, the proposed CDR is 

implemented by using error samplers (EH, EL) and PI. The sign-sign least mean 

square (SS-LMS) algorithm is employed for the AGC, CTLE, and DFE adaptation 

logics [6]. There is no additional analog hardware is implemented to eliminate the 

dead zone. The DF SS-MMSE PD with 2nd order digital loop filter is implemented to 

track the phase and frequency error between input data and recovered clock. One 

monitor sampler (MON) and additional PI (PIMON) is added to monitor two-dimen-

sional eye-opening under the condition of the CDR loop enabled [26]. 
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4.3.2 Fixed dtLev Calibration 

 

Fig. 4.13 illustrates calibration techniques for fixed dtLev and skew between multi-

phase clocks for reliable RX operation. The fixed dtLev calibration compensates the 

non-linearity of equalizers and the offset of samplers [20]. First, we set the sampler 

threshold by dtLev1 obtained through initial calibration with the automatic offset cal-

ibration (AOC) [36]. The AOC detects the offset by sweeping the input dc level while 

the reference level is fixed to the ideal level. Since the dtLev1 is a value obtained 

assuming a linear PAM-4 input, it is not optimal for the non-linear upper and lower 

eye. 

Therefore, an additional adjustment is performed after operating the AGC and the 

CDR with the fixed dtLev1. By fixing the monitor sampler threshold and sweeping 

the data sampler threshold, the vertical eye opening is detected by com- 

 

Fig. 4.13 Fixed dtLev calibration for non-linearity and offset of samplers. 
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paring the two sampler outputs. The center level of the vertical eye opening is selected 

for the final dtLev2. In addition to the non-linearity detection, skew between half-rate 

sampling clocks is compensated by duty cycle corrector and single to differential cir-

cuit as shown in Fig. 4.14. Due to the above calibration techniques, a robust PAM-4 

RX for harsh automotive requirements on reliability is achieved. 

  

 

Fig. 4.14 Schematic diagram of skew calibration. 
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4.3.3 Multiple Loop Stability 

 

The proposed RX has four loops: PGA, CDR, DFE, and CTLE. The multiple loops 

could interact and diverge if two or more loops have a similar bandwidth. As well as 

the loop stability, the PAM-4 baud-rate PD is sensitive to input swing level and ISI. 

Therefore, the loop bandwidth of the multiple loops should be determined carefully 

[6]. 

First, the settling time of the PGA adaptation should be the fastest because both 

CDR and equalizer adaptations work properly when the input swing level is settled to 

 

Fig. 4.15 Simulation result of the simultaneous adaptation at data rate of 12 Gb/s. 

0 3 6 9 12
Time [us]

PGA

DFE

CTLE

PI



Chapter 4. PAM-4 Receiver with Dead-zone Free SS-MMSE PD for CIS Link    90 

 

the fixed dtLev. After the PGA adaptation loop, the CTLE adaptation should be faster 

than the DFE adaptation. The CTLE adaptation provides the pulse shaping and the 

reduction of long-tail ISIs. Then, the DFE adaptation removes the residual near-end 

post-cursor ISIs. Finally, the baud-rate CDR finds the proper clock phase based on the 

DF SS-MMSE PD. After the AGC and CDR is settled, the non-linearity calibration is 

performed to lower the BER. 

Due to the sensitivity of the baud-rate PD to swing level and ISI, the bandwidth of 

the PGA and equalizer adaptations are set larger than that of the CDR. The dominant 

pole formed by the CDR stabilizes the simultaneous adaptation system. With the co-

incident adaptation, the total adaptation time of 12 μs, which corresponds to 144,000 

UI, is achieved at 12 Gb/s. As shown in Fig. 4.15, the control words for PGA, PI, 

CTLE, and DFE are simultaneously adapted with different loop bandwidths. 
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4.4 Measurement Results 

The measurement setup is depicted in Fig. 4.16. With the signal quality analyzer 

(Anritsu MP1800A) including a pulse pattern generator (PPG), error detector, and a 

jitter modulation source are used to verify the proposed RX. The measurements are 

accomplished by using I2C with Python scripts. For jitter tolerance measurement, the 

jittery clock is forwarded to PPG while the reference clock is forwarded to the test 

chip. 

 
Fig. 4.16 Block diagram of the measurement setup. 
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The prototype PAM-4 RX with the DF SS-MMSE PD is fabricated in a 40-nm 

CMOS process and is tested with 1.1-V supply. The die photomicrograph, measured  

 

 

(b) 

 

(a) (c) 

 

Fig. 4.17 (a) Chip photomicrograph and (b) measured power breakdown and (c) differential 

insertion loss. 
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power breakdown, and insertion loss are shown in Fig. 4.17. The RX occupies an 

active area of 0.274 mm2 and consumes 46.6 mW at 12 Gb/s, and a detailed power 
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breakdown is shown in Fig. 4.17(b). Fig. 4.17(c) shows the measured differential in-

sertion loss of the 5-m shielded twisted quad cable is 15.8 dB at 3 GHz. 

To verify the effectiveness of the proposed DF SS-MMSE PD, we compared the 

eye diagrams, bathtub curves, and jitter tolerance curves with two different conditions 

of the DF mode enabled and disabled. Fig. 4.18 shows the measured eye diagram by 

using the on-chip eye monitor. Since the on-chip eye monitor detects the eye-opening 

of the DFE summer by comparing the sampled data, the measurement result is inde-

pendent of the analog front-end settings, which are identical for both modes of DF off 

and on. Therefore, it is suitable for verifying the improvement of the recovered clock 

jitter due to the DF SS-MMSE PD. The β is externally controlled to zero for DF mode 

off and non-zero value for the DF mode on. The PAM-4 eye margins for BER of 10-6 

with the DF mode enabled and disabled are 0.234 UI x 80 mV and 0.156 UI x 40 mV, 

respectively. In addition, as shown in Fig. 4.19(a), the timing bathtub curves show a 

lower BER than 10-9 with the DF mode enabled larger than 0.06 UI than without the 

DF mode.  

The measured jitter tolerance of the proposed RX is shown in Fig. 4.19(b). With 

the proposed DF SS-MMSE PD, jitter tolerance for BER of 10-6 is improved by 0.1 

UIpp for the overall frequency range.  

Table 4.2 summarizes the performance of the proposed PAM-4 RX and compares 

it with previous works. This work demonstrates adaptive PAM-4 RX with the DF SS-

MMSE PD and various on-chip calibration schemes. It achieves the best figure of 

merit of 0.24 pJ/b/dB, which is lower than any other RXs. 
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Table 4.2 Performance summary and comparison 
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Chapter 5  

 

Conclusion 

 

 

 

 

 

In this thesis, CTLE adaptation and the PAM-4 baud-rate phase detector (PD) are 

proposed for robust receiver design. Basic concept of equalization and CDR are stud-

ied and analyzed in section Ⅱ. An 8-to-16 Gb/s referenceless receiver with a stochastic 

CTLE adaptation is proposed in section Ⅲ. The proposed CTLE adaptation achieves 

the maximum eye width by utilizing the weighted summation of 32 symbol histo-

grams of the sequential samples. The golden weight is obtained by using the epsilon-

constraint optimization-based weight searching algorithm. By sharing edge and data 

samples, both the referenceless CDR and the CTLE adaptation are achieved without 

additional analog hardware. The prototype chip fabricated in 28-nm CMOS technol-

ogy and occupies an active area of 0.029 mm2. The measurement results show that the 

proposed adaptation converges to the optimum CTLE coefficient. The prototype ex-

hibits superior power efficiency of 1.11 pJ/b.  
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In section Ⅳ, a PAM-4 receiver for CMOS image sensor link is presented. A ro-

bust PAM-4 PD is proposed, which alleviates the dead zone issue encountered in the 

conventional sign-sign Mueller-Muller (SS-MM) PD when combined with an adap-

tive decision feedback equalizer (DFE). An optimum and unique locking point is 

reached by using a sign-sign minimum mean squared error (SS-MMSE) PD with a 

biased state which exhibits a constant probability for all phase error ranges. The pro-

posed PD with the biased state evades the dead zone and prevents wandering. Fur-

thermore, the phase-detecting transitions of the proposed SS-MMSE PD are 1.5 times 

higher compared to the conventional SS-MM PD. The proposed solution is verified 

with a prototype PAM-4 RX chip using 40-nm CMOS technology. It demonstrates a 

bit error rate (BER) of less than 10-9 with a 15.8 dB loss channel. The total power 

consumption is 46.6 mW at 12 Gb/s, achieving a figure of merit (energy efficiency 

per channel loss at Nyquist frequency) of 0.24 pJ/b/dB. 
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초 록 

 

이 논문은 수신기 설계를 개선하기 위해 CTLE 적응 및 PAM-4 Baud-

rate 위상 검출기의 사용을 제안합니다. 이 논문은 섹션 II 에서 등화 및 

CDR 의 기본 개념을 분석하고 논의합니다. 섹션 III 에서는 확률론적 

CTLE 적응을 활용하여 아이 폭을 최대화하는 8-16 Gb/s 의 레퍼런스리스 

수신기를 제안합니다. CTLE 적응 기술은 순차적 샘플의 32 개 심볼 히스

토그램의 가중 합산을 통해 epsilon-제약 최적화 기반 가중치 검색 알고리

즘을 사용하여 금색 가중치를 얻는 것을 포함합니다. 엣지 및 데이터 샘

플 공유는 추가 아날로그 하드웨어 없이 레퍼런스리스 CDR 및 CTLE 적

응 모두를 가능하게 합니다. 프로토타입 칩은 0.029 mm²의 유효 면적을 

차지하며 28-nm CMOS 기술로 제작되었습니다. 측정 결과 제안된 적응 기

술은 최적의 CTLE 계수를 달성하며 1.11 pJ/b 의 우수한 전력 효율성을 나

타냅니다. 

이 논문의 섹션 IV 에서는 CMOS 이미지 센서 링크를 위한 PAM-4 수

신기 설계가 제시됩니다. 제안된 솔루션은 적응형 결정 피드백 이퀄라이

저(DFE)와 결합할 때 전통적인 sign-sign Mueller-Muller(SS-MM) PD 에서 겪

는 데드 존 문제를 해결합니다. 제안된 접근 방식은 바이어스 상태를 가

진 sign-sign 최소 평균 제곱 오차(SS-MMSE) PD 를 사용하여 최적의 유일

한 락킹 포인트를 달성하여 데드 존을 회피하고 불안정성을 방지합니다. 

또한, 제안된 SS-MMSE PD 는 전통적인 SS-MM PD 보다 1.5 배 높은 상태 

검출 전환을 나타냅니다. 제안된 솔루션은 40-nm CMOS 기술로 제작된 프

로토 타입 PAM-4 RX 칩으로 테스트되며, 15.8 dB 손실 채널에서 10-9 미만



 

 

의 비트 오류율(BER)을 보입니다. 프로토타입의 총 전력 소비는 12 Gb/s

에서 46.6 mW 이며, Nyquist 주파수에서 채널 손실당 에너지 효율성인 0.24 

pJ/b/dB 의 성능 지표를 달성합니다. 

 

주요어 : 적응 이퀄라이제이션, 보드레이트 페이즈 디텍터(PD), 연속 시

간 선형 이퀄라이저(CTLE), 클락 및 데이터 복구(CDR), CMOS 이미지 센

서(CIS) 링크, 데드 존, 결정 피드백 이퀄라이저(DFE), 이프실론-제한 최적

화, 4 펄스 진폭 변조(PAM-4), 프로그램 가능 증폭기(PGA), 수신기(RX), 

레퍼런스리스, 사인-사인 최소 평균 제곱 오차(SS-MMSE) PD, 사인-사인 

뮐러-멀러(SS-MM) PD. 

 

학 번 : 2018-24147 
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