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ABSTRACT               I 

 

Abstract 
 

In the 20 years between the release of the DDR SDRAM standard in 2000 and 

the release of the DDR5 SDRAM standard in 2020, the bandwidth of DRAM in-

creased by a factor of 40. The rate of bandwidth growth is accelerating, which raises 

the importance of more space- and power-efficient high-speed interface circuits in 

memory cells that occupy limited space. 

In this paper, a high-speed transmitter and receiver for memory interfaces is pro-

posed. Typically, DFEs used at the receiving end of memory interfaces require addi-

tional hardware area and power consumption due to time constraints in the first loop 

during high-speed operation. In this paper, this problem is solved by proposing a 

method to remove post-1 cursor through over-equalization of CTLE, and DFE re-

moves only post-2 cursor ISI. In the process, the circuits of the transmitter driver, 

CTLE, and active inductor were studied. 

The transceiver circuit utilizing the CTLE with the proposed active inductor was 

fabricated in a 28-nm CMOS process and occupied an area of 0.014 mm2. In the 

operation of transmitting and receiving 10 Gb/s data, the transmitter and receiver 

combined consumed 25.45 mW of power, and all core circuits maintained stable 

operation regardless of variations in process, supply voltage, and temperature. 

 

Keywords : memory interface, transceiver, ISI, CTLE, active inductor 

Student Number : 2021-21286  
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Introduction 
 

 

 

 

 

1.1 Motivation 

DRAM is a type of random-access semiconductor memory that uses a combina-

tion of one capacitor and one transistor to store one bit of data. Since IBM's Robert 

H. Dennard first presented the concept and design of DRAM in 1966 [1] , it has un-

dergone many technological advancements over the past 50 years and is now an in-

tegral part of computer systems. DRAM has a simple structure compared to SRAM, 

where six transistors make up a single cell, which allows for high integration, excel-

lent power efficiency, high yield, and low cost. Since the double-data rate synchro-

nous DRAM (DDR SDRAM) standard was released by the Joint Electron Device 

Engineering Council (JEDEC) in 2000, DRAM has been used in a wide variety of 

computer system applications. Fig. 1.1 summarizes the years in which standards of 

DDR, Low-Power DDR (LPDDR), Graphics DDR (GDDR), and High-Bandwidth 
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Memory (HBM) were announced. As a result, DRAM is expected to account for 

more than 50% of the total semiconductor memory market share by 2023.  

Fig. 1. 1 Standards of DDR, LPDDR, GDDR, HBM 
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Meanwhile, while DRAM bandwidth has been increasing at a rapid pace, the 

bandwidth required by memory devices is increasing even faster as technologies to 

handle huge data such as big data, artificial intelligence (AI) technology, and auton-

omous driving are being developed. Therefore, the DRAM interface is becoming a 

major bottleneck in computer systems. 

 In-memory computing (IMC) is a new memory structure in which simple matrix 

operations are performed inside the memory hardware, and is being studied to alle-

viate the memory-processor bottleneck of the von Neumann computer architecture. 

Although it is not yet commercialized for reasons of memory capacity, production 

cost, and heat generation, a lot of research is being done to implement IMC in vari-

ous memory form factors such as SRAM [3] and DRAM [4]. One problem with im-

plementing processing-in-memory (PIM) in DRAM is that it is characterized by a 

DRAM process that is distinct from the general semiconductor logic process. The 

Fig. 1. 2 The DRAM data bandwidth growth [2] 
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DRAM process requires the use of materials with high permittivity and large capaci-

tance to improve the refresh cycle, but this acts as a slowdown factor for circuit sys-

tems other than memory cells. Therefore, in order to achieve the bandwidth required 

by the system, it is necessary to design and develop memory I/O circuits that per-

form high-speed operation under the premise of the memory process. 

 On the other hand, not only bandwidth but also power efficiency is an important 

issue in the design of DRAM interface. In general, transceiver bandwidth is in a 

trade-off relationship with power consumption, so expanding the DRAM interface 

bandwidth increases the power consumption, heat generation, noise, etc. of the en-

tire system. For example, because the DRAM interface utilizes a large number of 

DQ pins, high interface power consumption increases simultaneous switching output 

(SSO) noise, which degrades signal integrity. Furthermore, the heat generated by the 

interface circuit adversely affects the performance of the DRAM cell and its perfor-

mance. Therefore, it is also necessary to design the interface to consume low power. 

 In addition, the area of the memory device is an important factor because it de-

termines the number of chips per wafer, called net die. Therefore, each cell is re-

quired to have as little area as possible, and the same is true for the memory inter-

face. On the other hand, the Decision Feedback Equalizer (DFE) used in high-speed 

receivers suffers from critical path problems when operating at high frequency, so 

special methods such as loop-unrolling are used to solve this problem in common.  

In this thesis, the methodology of designing a high-speed transceiver operating in 

DRAM will be approached from two perspectives: assuming the design in the 

DRAM process and how to reduce the area in the receiver. 
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1.2 Thesis Organization 

 

This thesis is organized as follows. In Chapter 2, the backgrounds of the high-

speed interface architectures are presented. The background on serial links including 

serial/parallel communication, clocking schemes, transmission line, and output im-

pedance is provided. And, the theoretical background about building blocks are pre-

sented. The analyses of driver, serializer, continuous-time linear equalizer (CTLE), 

active inductor, and decision-feedback equalizer (DFE) are discussed.  

In Chapter 3, a 10 Gb/s electrical transceiver with post-1 cursor cancellation 

CTLE is presented. The design consideration on overall transceiver architecture is 

introduced. Then, the circuit implementation is explained. Specifically, it presents 

the implementation and simulation results of clock path, driver, serializer, CTLE 

with active inductor, and DFE. 

In Chapter 4, a post-layout simulation results of designed circuit are shown. The 

data patterns and eye-diagram of DQS and WCK are shown. In addition, it describes 

the performance of chip like power consumption, area. 

 Chapter 5 summarizes the proposed works and concludes this thesis. 
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Background of High-Speed Inter-

face 
 

 

 

 

2.1 Overview 

  

The data bandwidth required for wireline interfaces has grown exponentially with 

the rapidly increasing global data traffic as shown in figure 2.1. Correspondingly, 

DRAM data bandwidth is also increasing rapidly. In 2000, when DDR SDRAM was 

first commercialized, the per-pin bandwidth of DRAM was only 0.2~0.4 Gb/s/pin, 

but with the commercialization of DDR5, it has reached 6.4 Gb/s/pin. In particular, 

GDDR, which is used for graphical applications, requires the highest data bandwidth 

compared to other DRAM standards, with the GDDR6 interface standard having a 

bandwidth of 27 Gb/s/pin [5]. 

 



Chapter 2. Background of High-Speed Interface        7 

 

However, the different characteristics of the DRAM process and logic process 

are hindering the expansion of DRAM data bandwidth. The fastest announced 

GDDR6 interface has a bandwidth of sub-30Gb/s/pin, while the fastest recently an-

nounced wireline interface has a bandwidth greater than 100Gb/s/pin. In addition, 

due to the lack of access to actual DRAM processes, academia mainly uses 28-nm 

CMOS logic processes to mimic the 10-nm DRAM process [7].  

In this chapter, we will describe the key characteristics of the 28nm CMOS logic 

process and the circuits we designed to mimic the DRAM process.  

 

 

 

 

  

Fig. 2. 1 Data centers global IP traffic growth [6] 
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2.2 Background on Serial Links 

 

2.2.1 Serial and Parallel Communication 
 

There are two ways to communicate between chips: parallel communication and 

serial communication as shown in Fig. 2.2. In the case of parallel communication, 

multiple data is transmitted through each multiple channels, and it causes clock 

skews due to transmission to different channels, and it requires many physical chan-

nels and causes crosstalk. In addition, since it drives multiple channels, it must con-

sume more power [8]. Therefore, serial communication that serializes and transmits 

multiple data is generally widely used, and examples include Ethernet, HDMI, PCi 

Express, and SONET. In this process, a serializer and a deserializer are required. As 

Fig. 2.3, when parallel data is received from a data source, it is serialized and trans-

mitted. At the receiver, the data is deserialized and passed to the SOC [9]. This pro-

cess requires a digital block that generates data with a frequency lower than the op-

erating frequency of the interface, where the slow data is serialized and the fast data 

is transferred to DRAM. 
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Fig. 2. 3 Architecture of serial links  

Fig. 2. 2 (a) Parallel communication and (b) serial communication 
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2.2.2 Clocking Scheme 
 

There are four main clocking schemes: Synchronous, Mesochronous, Plesiochro-

nous, and Asynchronous. In the case of Synchronous, all chips use the same fre-

quency and phase, and it is mainly used on low-speed buses as the phase difference 

caused by physical limitations should be negligible. In Mesochronous, the chips 

share the same frequency but do not share phase information. In this case, phase re-

covery circuitry such as Clock-Data Recovery (CDR) is required. This is mainly 

used in fast memory systems, internal system interfaces, MAC/Packet interfaces, etc. 

In the case of plesiochronous, the clocks share the same frequency, but each clock 

has a slowly drifting phase. This requires a CDR and is commonly used in high-

speed links. Finally, asynchronous clocking is a communication method with no 

clocks at all, and is mainly used in embedded systems, Unix, Linux, etc. In this the-

sis, the transceiver was implemented with clock forwarding in a mesochronous 

clocking manner. 

 

2.2.3 Output Impedance 
 

P-over-N drivers have been widely used in high-speed interfaces and memory in-

terfaces due to their simple structure and low power consumption [10]-[26]. Since 

the gm of transistors varies with the output voltage level, source-series termination 

(SST) is widely used to reduce the variation by attaching a serial resistor to the driv-

er output. The sum of the driver transistor and the series resistor equals the output 

impedance of the driver. If the target impedance varies due to PVT variation, im-
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pedance calibration is required. Figure 2.4 shows two typical methods for calibrating 

the output impedance [27].  

 The first method is to divide the transmitter driver into equal small slices to con-

trol the number of active drivers. This method has the advantage that the impedance 

can be predicted well through simulation, but it has the disadvantage that the range 

of impedance that can be adjusted is small, and the number of slices becomes exces-

sive when the impedance is to be adjusted over a large range. This not only increases 

the driver area, but also increases the parasitic capacitance of the output node. 

Therefore, for finer impedance control, digital impedance control must be added to 

the pull-up and pull-down paths of the driver. This method utilizes transistors for 

Fig. 2. 4 Two methods for impedance calibration [27] 
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impedance control, which allows for finer control than the first method, but has a 

narrower impedance control range. Therefore, actual drivers combine these two 

methods appropriately to implement coarse and fine control. 

The N-over-N driver shown in Fig. 2. 5. replaces the pull-up path transistor of the 

P-over-N driver with an NMOS in PMOS and exhibits asymmetrical impedance var-

iation with output voltage. This is because the resistance change of the pull-up 

NMOS is larger than that of the pull-down NMOS. This asymmetry not only wors-

ens signal integrity in signaling, but also worsens BER. 

 

 

  

Fig. 2. 5 N-over-N driver 
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2.3 Building Blocks 

 

2.3.1 Driver 
 

When transmitting signals over a transmission line, data must be sent through a 

driver with an output impedance of 50 Ω to maintain signal integrity with minimal 

reflections. This driver is the last stage of the transmitter output, and since it is di-

rectly connected to the channel, it directly affects the performance (i.e. eye diagram, 

BER) of the high-speed interface circuit. Broadly speaking, drivers can be catego-

rized into two types: current mode drivers and voltage mode drivers. 

Fig. 2. 6 (a) Voltage mode driver and (b) current mode driver 
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First, the current mode driver transmits data by directly connecting the current 

source to the transmission line. This driver is relatively less affected by PVT varia-

tion because the transistor operates in the saturation region almost all the time and 

uses a passive resistor as a load device, and it is easy to maintain the output imped-

ance constantly. However, one transistor in a current mode driver's differential pair 

is always on, so it consumes power continuously. In addition, current mode drivers 

generally require a larger area because they include a differential pair, which may 

limit their use in applications where pads are scarce. 

 

Second, voltage mode drivers transmit data by connecting a voltage source to a 

transmission line. Unlike the current mode driver, which has a constant output im-

pedance due to the load resistor, the transistor of the voltage mode driver is relative-

Fig. 2. 7 Source-series terminated(SST) driver 
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ly small and has an output impedance that fluctuates depending on the operating sit-

uation, and a source-series termination (SST) structure is commonly used to com-

pensate for this [28]. In addition, the termination has the disadvantage of halving the 

signal swing, which is an advantage in terms of power consumption. This driver has 

also been adopted as a standard in DRAM memory interfaces constrained by pad 

number and area because it can implement single-end signaling. 

 

 

2.3.2 Serializer 
 

A serializer converts low speed multi-bit parallel data into a high speed single da-

ta stream. Typical serializers are implemented by stacking 2:1 serializers. For exam-

Fig. 2. 8 Current-mode logic(CML) driver 
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ple, a 16:1 serializer consists of four stages of 2:1 serializers [29]. In a half-rate 

clock system, the input data rate and clock frequency of the 2:1 serializers are the 

same, and the output data rate is doubled. This means that the number of data 

streams should halve, and the data rate and clock frequency should double as the 

serializer progresses through the stages. Therefore, as shown in the figure, the high-

est frequency clock is input in the last stage, and divided clocks are used in other 

stages. 

Fig. 2. 10 Frequency divider 

Fig. 2. 9 16:1 Serializer architecture 
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2.3.3 Decision Feedback Equalizer (DFE) 
 

The concept of a decision feedback equalizer (DFE) is depicted in Fig. 2.11, in 

which the postcursor ISI appearing in the uncompensated pulse response can be mit-

igated by the feedback signal. This compensation is made possible by first making 

correct decisions on the previously received signals and then correspondingly adjust-

ing the polarity as well as the magnitude of the feedback signal in order to counter-

act the post-cursor ISI. More specifically, the architecture shown in Fig. 2.11 is 

known as DFE-FIR in that the feedback path consists of an FIR filter. With an n-tap 

FIR filter employed in the feedback, an n-tap DFE can be constructed, enabling the 

compensation for n-tap post-cursor ISI. 

 

Fig. 2. 11 Architecture of a n-tap DFE 
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Unlike an FFE capable of addressing both pre-cursor and post-cursor ISI, a DFE 

can only tackle the post-cursor ISI, as a consequence of the need of decoding the 

previous symbols.  Nonetheless, DFEs offer several appealing benefits. For one 

thing, by mitigating the postcursor ISI, DFEs effectively emphasize the high-

frequency signal components, whereas the noise/crosstalk enhancement for FFEs 

would not be a concern for DFEs, attributed to the digital-level output signals of-

fered by well-designed decision circuits. For another thing, DFEs can succeed in 

compensating for the post-cursor ISI stemming from the reflections, when there are 

impedance discontinuities existing in the signal path. Especially for the cases where 

the reflections cause spectral notches, the efficacy of a DFE can be superior to that 

of an FFE [30]. 

 

In light of these advantages, it has been a favorable option to include a DFE in 

the receiver. Nevertheless, DFE implementations for high-speed operations demand 

efforts dedicated to meeting the stringent timing constraint. Referring to Fig. 2.11, 

this DFE architecture falls into the category of direct DFE, where the resolved data 

signals (i.e., the decisions) are scaled and directly fed back to the summer. The tim-

ing delays within this feedback loop lead to the timing constraints for successful 

post-cursor ISI compensation. For the Nth post-cursor ISI compensation, the timing 

constraint in a direct DFE design can be expressed as: 

 

𝑇 + 𝑇 + 𝑇 < 1 𝑈𝐼 

 

where TCKQ is the clock-to-Q delay of the slicer, TdhN is the propagation delay of 
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the N-th DFE tap, Tsettle is the settling time of the summer, and Tsetup is the setup time 

of the slicer. It can be seen from the equation that the first-tap DFE poses the most 

stringent timing constraint, which can be the bottleneck in implementing first-tap 

DFE at high data rates. Typically, we use loop-unrolling, look-ahead, and other 

methods to circumvent the timing constraint and remove the post 1 cursor. In this 

thesis, the post-1 cursor will be cancelled by the over-equalized CTLE, and the DFE 

will remove the post-2 cursor after it is not constrained by the timing constraint. 

 

2.3.4 Continuous-time Linear Equalizer (CTLE) 
 

A continuous time linear equalizer (CTLE) is widely used in high-speed serial 

links. The concept of a CTLE can be understood as a filter that provides boosted 

gain at high frequency. This high frequency boost, sometimes referred to as high 

frequency peaking, can be used to compensate for in band channel loss. Depending 

on how they are implemented, CTLEs can be categorized into two types: active and 

passive. A passive CTLE, as the name implies, is a CTLE that is configured to pro-

vide peaking at a desired frequency point using only passive elements of resistors, 

capacitors, and inductors. On the other hand, active devices such as NMOS and 

PMOS are utilized to form an active CTLE which behaves like an amplifier with its 

gain peaked at the target frequency. A typical active CTLE structure is shown in Fig. 

2.12. This conventional source degenerate CTLE implements peaking by introduc-

ing a zero in the transfer function. The location of the zero in the frequency domain, 

fz, is expressed as follows: 

𝑓 = 1/(2𝜋𝑅 𝐶 ) 
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 Rz and Cz are the source-degeneration resistance and capacitance. As you can 

see from the formula, the peaking frequency is determined by the values of Rz and 

Cz. In addition, the low frequency small signal gain GLF is derived to be:  

𝐺 = (𝑔 𝑅 )/(1 +
𝑔 𝑅

2
) 

gm is the transconductance of the transistors, and RL is the resistance of the load 

resistor. Accordingly, the peaking frequency of this CTLE can be adjusted by chang-

ing Rz and Cz, and the change of Rz also changes the gain at low frequency. 
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There are two design considerations when designing a CTLE. First, the peaking 

frequency of the implemented CTLE is critical to performance, but it is vulnerable 

to PVT variation because its value is a term determined by Rz and Cz. Therefore, a 

tuning mechanism is required after design to compensate for PVT variation. Second, 

in order to obtain a peaking magnitude as large as desired, low frequency gain must 

be sacrificed. As its structure suggests, the peaking of a conventional CTLE is 

Fig. 2. 12 Circuit schematic of a conventional source-degenerated CTLE 
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achieved by suppressing the low frequency gain. Therefore, even if the amplifier 

achieves the largest peaking possible, the low frequency gain may become too small, 

resulting in a small signal. CTLE can improve the attenuation of the high frequency 

signal component by effectively improving the overall channel bandwidth. This fea-

ture has enabled CTLE stages to be included as receivers in high speed interfaces in 

the prior art [31][32]. In this thesis, since the driver of the transmitter is driven with 

a low Vdd for low power consumption, it was necessary for the CTLE to have a low 

frequency gain with sufficient peaking but not excessively low. Therefore, the use of 

an active inductor as the load device of the CTLE was considered 

 

2.3.5 Active Inductor 
 

On-chip inductors are typically implemented in passive spiral form as shown in 

Fig. 2.14. Using a passive spiral form inductor instead of an active inductor has the 

advantages of lower power consumption, lower voltage headroom requirement, low-

er noise, and better linearity. However, the implementation of a spiral inductor re-

quires a very large silicon area as it cannot be miniaturized with process scaling. 

This disadvantage is particularly critical in memory devices where area is critical to 

the design. Therefore, an active inductor has been proposed as a more area-efficient 

alternative [33][34]. The most attractive aspect of active inductors is that, unlike 

passive inductors, they can be implemented using standard logic processes without 

requiring a large area. Additionally, active inductors have the advantage of being 

gain tunable, so active inductors can be tuned to compensate for PVT variation. 

. 
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Fig. 2. 14 2 different passive spiral inductor [35] 

Fig. 2. 13 Conventional active inductor: (a) schematic and (b) small-signal 
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 Although there exist different topologies that a shunt-peaking active inductor can 

assume, their characteristics and principles of operation are very similar. To illus-

trate how such circuits work, we start by looking at the conventional structure of an 

active inductor used in the load of a CS amplifier as shown in Fig. 2.13 (a) [36]. The 

active inductor shown inside the dashed box consists of an NMOS transistor M1 and 

a resistor RG connected between VDD and the gate of M1. The impedance looking 

into the active-inductor load is denoted by ZL. Fig. 2.13(b) shows the simplified 

small-signal model of the active-inductor load. If a test signal Vx is applied to the 

source of M1, the voltage across Cgs1 is given by 

𝑉 = 𝑉

1
𝑠𝐶

𝑅 +
1

𝑠𝐶

= 𝑉
1

𝑠𝑅 𝐶 + 1
 

The corresponding current generated that flows into the drain of M1 will be 

𝐼 = 𝑔 𝑉 = 𝑔 𝑉
1

𝑠𝑅 𝐶 + 1
 

The impedance Z2 looking into the drain, from the source, of M1 can then be ob-

tained by 

𝑍 =
𝑉

𝐼
=

𝑠𝑅 𝐶 + 1

𝑔
=

𝑠𝑅 𝐶

𝑔
+

1

𝑔
 

The first term of Z2, i.e., (sRGCgs1)/gm1, is linearly proportional with frequency 

and is what gives rise to the inductive property of the active-inductor load. Now 

with a more precise small-signal model of the active-inductor load shown in Fig. 2.5 

(a), which includes the drain-to-source conductance gds1 and drain-to-source ca-

pacitance Cds1 of M1, the impedance ZL is given by 
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𝑍 =
1 + 𝑠𝐶 𝑅

𝑠 𝑅 𝐶 𝐶 + 𝑠 𝐶 + 𝐶 + 𝑅 𝐶 𝑔 + (𝑔 + 𝑔 )
 

For frequencies well below the resonance, the impedance looking into the active-

inductor load can be approximated by Rs, L, and Cp of an RLC network which has 

value of: 

𝑅 =
1

𝑔 + 𝑔
 

𝐿 =
𝑅 𝐶

𝑔 + 𝑔
 

𝐶 = 𝐶  

𝜔 =
𝑔 + 𝑔

𝑅 𝐶 𝐶
 

Focus on the value of series resistance Rs of the active inductor depends on both 

gm1 and gds1 which are related to the drain current and DC bias point of M1 tran-

sistor. Additionally, the inductance of the active inductor can be tuned independent-

ly by changing the value of RG while keep the others constant. 
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Design of 10 Gb/s Electrical Trans-

ceiver in 28 nm CMOS 
 

 

 

3.1 Design Consideration 

 

This chip was designed with the assumption of driving an off-chip channel, and 

two transceiver blocks that can function as both transmitter and receiver were im-

plemented to enable data communication using two chips.  

Since it is assumed to be implemented on the DRAM process, it was necessary to 

implement a device environment that is slower than the logic process. Since the de-

tails of the DRAM process are confidential to each DRAM manufacturer, we could 

not get detailed figures, so we proceeded with the core block design using high 

threshold voltage (hvt) devices, except for the fastest low threshold voltage (lvt) and 

ultra-low threshold voltage (ulvt) devices in the TSMC 28nm process.  

Next, similar to current commercialized DRAMs, the clock is generated internal-
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ly and transmitted using differential clock forwarding, and the two datapaths are de-

signed to transmit PRBS data patterns generated from different sources. Clockpath 

and datapath each have the same design main driver, but the main driver of datapath 

is designed to function as a termination resistor by controlling the on-off of the SST 

slice when the chip is operating as a receiver. Therefore, we designed a termination 

mode using a mux in the stage before the main driver. 

 The digital blocks included in the chip are I2C [37], PRBS generator [38], and 

multiplying delay-locked loop (MDLL). Each of these blocks is responsible for the 

following operations. The I2C block receives control signals from the outside and 

makes each control signal in the chip enter the appropriate mode for its operation. 

The PRBS generator is implemented by logic synthesis of the circuit implemented at 

the register-transfer level (RTL), and there are two blocks for each chip to pass data 

to the transmitter. The PRBS generator was created so that the chip can be turned off 

while performing the receiver operation. The MDLL generates the clock signal that 

is transmitted by the clkpath transmitter. Since this chip is designed assuming a 

clock forwarding scheme, only the MDLL of the chip operating as a transmitter gen-

erates the clock signal, and the chip operating as a receiver distributes the forwarded 

clock through DCDL, DCC blocks and buffers. 
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3.2 Overall Architecture 

 

The broadly described entire block diagram of the proposed transceiver is shown 

in Fig. 3.1. First, the block diagram shown in Fig. 3. 1. (a) is that of a single chip. 

The proposed design is designed so that a single chip can perform either transmitter 

or receiver functions depending on the mode. Therefore, when performing each op-

eration, unnecessary blocks can be turned off using power gating. However, the 

main drivers of the transmitters are an exception, as they are made to function as 

termination resistors for each channel not only in transmitter mode but also in re-

ceiver mode, so they are controlled through the mux in the previous stage. The in-

Fig. 3. 1 Overall block diagram of proposed TRX 
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ternal structure of the transmitter, receiver, and clockpath receiver roughly depicted 

in Fig. 3.1 (a) is organized as shown in (b). First, the transmitter uses a low supply 

voltage of 0.3V from the main driver for low power consumption, so the serializer is 

not directly connected to the main driver but is designed to be connected through a 

pre-driver such as a mux. Next, the datapath receiver cancels the post-1 cursor in 

CTLE and then cancels the post-2 cursor using 1-tap DFE. The CLKPATH receiver 

consists of a differential amplifier, CML2CMOS, DCDL, and DCC block directly 

connected to the PAD, and is designed to restore and distribute the forwarded clock 

signal from the chip that performs the transmitter function. Fig. 3. 2 is a block dia-

gram of the two chips in status of connected and in operation. 
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Fig. 3. 2 Block diagram of proposed chip in operation 
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3.3 Circuit Implementation 

 

3.3.1 Clock path 
 

The third diagram in Fig. 3. 2 (b) is a briefly described clockpath. The clock sig-

nal passed through the channel is first amplified appropriately by a differential clock 

amplifier. The clock signal is then amplified to the CMOS level by the CML2CMOS 

block shown in Fig. 3. 3. (a). The clock signal is then shifted to the appropriate 

phase by the DCDL and distributed to the chip through the buffer after recovering 

the duty close to 50% by the Duty Cycle Corrector in Fig. 3. 3. (b). The post-layout  

 

 

 

Fig. 3. 3 Implementation of (a) CML2CMOS and (b) DCC 
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simulation shows that the clock signal that passes through the duty cycle correc-

tor has a duty cycle of 48~52% at all corners considering process, temperature, sup-

ply voltage, and RC variation. 

 

3.3.2 Driver 
 

 

The transmitter of this chip has a separate datapath and clockpath, but the struc-

ture of the main driver is the same. The only difference is that there is a 2:1 mux 

between the pre-driver and main driver of the clkpath to act as a termination resistor 

when the chip performs the receiver function. The 16 low-speed bit streams generat-

ed by the PRBS generator are converted to a 10Gb/s single data stream through a 

16:1 serializer, which is turned into a differential signal to drive the N-over-N driver 

in the pre-driver and input to the main driver. Another important aspect of the 

Fig. 3. 4 (a) Driver structure and (b) main SST driver with 12 slices 
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transmitter driving the transmission line is to maintain an output impedance of 50 Ω. 

For this purpose, a 40 Ω polysilicon resistor, which has a smaller impedance change 

when operating than a transistor, is used as the SST resistor, and the remaining 10 Ω 

of impedance is designed to be adjusted by turning the driver slice on and off. Post-

layout simulation shows that the output impedance can be maintained near 50 Ω 

with the DRV_EN signal in 33 pvt corners (process, supply voltage, temperature, 

RC variation + TT). 

 

3.3.3 Serializer 
 

The 16-bit digital output signal generated by the PRBS generator is converted to 

a 1-bit 10 Gb/s signal by a 16:1 serializer. This serializer is designed in the conven-

tional form of a 2:1 serializer stacked as mentioned in Chapter 2.3.2. The sequence 

of input signals were input to the 16:1 serializer in the order of D[0] to D[15] in or-

Fig. 3. 5 2:1 Serializer architecture 
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der to form the PRBS data pattern. Each 2:1 serializer consisted of latch to align the 

data to the clock signal and one 2:1 mux, as shown in Fig. 3. 5. The 2:1 mux was 

simply constructed by connecting two tri-state inverters. The post-layout simulation 

showed that the eye opening was maintained between 96.1ps and 99.1ps at all cor-

ners. (1UI=100ps @ 10Gb/s) 

 

 

  

Fig. 3. 6 Post-simulation results of 16:1 SER output 
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3.3.4 CTLE with Active Inductor 
 

 

This transceiver includes CTLE to mitigate both pre-cursor and post-cursor ISI. 

This is also to prevent the DFE from consuming additional area and power due to 

critical paths. Therefore, it is very important for this CTLE to eliminate post-1 cur-

sor by over-equalizing. At the same time, it is also important to ensure that post-n 

cursors (n>2) are not amplified by over-equalizing, since a 1-tap DFE can only re-

move the 2nd post cursor. Fig. 3. 7 is a CTLE that uses an active inductor as a load 

device, which was mentioned in Chapters 2.3.4 and 2.3.5. Unlike conventional 

CTLEs, CTLEs with this structure do not sacrifice low frequency gain in the process 

of making the peak gain larger, so the reduced receiver input signal can be further 

Fig. 3. 7 Schematic of CTLE with active inductor 
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attenuated by using a lower supply voltage for low power consumption. However, 

since the main driver of the transmitter uses a supply voltage of 0.3V, the common 

mode voltage is about 75mV, so PMOS was used as the CTLE input device. 

CTLE can adjust the resistance of the corresponding mosfet by adjusting the 

Vresctrl voltage to control the peak gain. However, due to the low input voltage lev-

el, a native device was used to secure the operation region of the resistor mosfet. 

 

3.3.5 DFE 
 

  The DFE was implemented as a 1-tap current integrating DFE that removes 

only the post-2 cursor to avoid additional area and power consumption [39] [40]. 

Since the DFE processes the signal after the post-1 cursor is removed from the 

CTLE, a flip-flop is included in the feedback loop for an additional 1 UI delay. 

  

Fig. 3. 8 Block diagram of 1-tap DFE 



Chapter 4. Design of 64 Gb/s PAM-4 Optical Transmitter in 40 nm CMOS      37 

 

  

 

Simulation Results 
 

 

4.1 Transient Analysis 

 Post-layout simulation of the overall transceiver was done by using HSPICE. 

Single Bit Response (SBR) at CTLE output, Eye-diagram of transmitter output and 

CTLE output are as follows, respectively. 

Fig. 4. 1 SBR of CTLE output 
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As shown in Fig. 4.1, the CTLE with active inductor successfully removed the 

post-1 cursor, and the CTLE output showed an eye opening of more than 65mV at 

all pvt variation corners, as shown in Fig. 4.2 (a), which crossed the threshold for the 

current integrating summer of the DFE to determine, and the DFE output was identi-

cal to the input PRBS pattern. 

 

 

 

 

 

 

 

Fig. 4. 2 Eye-diagram at (a) CTLE output and (b) Transmitter output 
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4.2 Power Breakdown 

Power breakdown was measured through post-layout simulation for 1 cycle of 

PRBS pattern. The power consumption of each block is as shown in Table 4.1. Fig-

ure 4.3 shows the portion of each block occupies in total power consumption.  

 

49%

18%11%

33% CLKPATH(TX)

CLKPATH(RX)

DATAPATH(TX)

DATAPATH(RX)

Table 4. 1 Power breakdown 

Fig. 4. 3 Power breakdown 
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4.3 Performance Summary 

The proposed 10Gbps transceiver with post-1 tap cancellation CTLE for DRAM 

interface occupied area of 0.014mm2. The total power consumption was 25.45mW. 
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Conclusions 
 

 

 

 

 

In this paper, we propose a transceiver system for DRAM interfaces. As the demand 

for higher DRAM bandwidth grows, the need for power and area efficient DRAM 

interface circuits will increase. The proposed transceiver eliminates the post-1 cursor 

ISI by over-equalization using active inductors to avoid the increase in area and 

power consumption due to the critical path problem of DFE at high frequencies. Af-

ter layout, simulation results showed that the transceiver had a power consumption 

of 25.45 mW. The proposed transceiver is fabricated in a 28 nm CMOS process and 

occupies an area of 0.014 mm2.  
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초 록 
 

2000 년 발표된 DDR SDRAM standard 로부터 2020 년 발표된 DDR5 

SDRAM standard 까지 20 년 간 DRAM 의 대역폭은 40 배 증가하였다. 대역

폭 증가 속도는 점점 빨라지고 있으며, 이에 따라 한정된 공간을 점유하

는 메모리 셀에서 보다 공간, 전력 효율적인 고속 인터페이스 회로의 중

요성이 대두되고 있다. 

이 논문에서는 메모리 인터페이스를 위한 고속 송수신기를 제안하였다. 

일반적으로 메모리 인터페이스 수신단에서 사용되는 DFE 는 고속 동작 

시 첫 번째 루프의 시간 제약 문제로 추가적인 하드웨어 면적 및 전력 소

모를 요구한다. 논문에서는 이 문제점을 CTLE 의 over-equalization 을 통해 

post-1 cursor 를 제거하고, DFE 는 post-2 cursor ISI 만을 제거하는 방식을 제

안함으로써 해결하고자 하였다. 그 과정에서, 송신기 driver, CTLE, active 

inductor 등의 회로에 대한 연구가 진행되었다. 

제안된 active inductor 를 포함한 CTLE 를 이용하는 송수신기 회로는 

28-nm CMOS 공정으로 제작되었으며 0.014mm2 의 면적을 차지하였다. 

10Gb/s 데이터를 송수신하는 동작에서 송신기, 수신기를 합해 25.45mW 의 

전력을 소모하였으며, 모든 핵심 회로들이 공정, 공급전압, 온도 등의 변

동에도 관계 없이 안정적인 동작을 유지하였다. 

 

주요어 : 메모리 인터페이스, 송수신기, ISI, CTLE, active inductor 

학 번 : 2021-21286 
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