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ABSTRACT               I 

                  

 

Abstract 

 

This paper presents a 40.8-fJ/b/mm 12.8-Gb/s single-ended transmitter with 

a 1T1C bootstrap technique for low-power memory interfaces. The proposed 

bootstrap serializer and pre-driver allow the N-over-N driver to have a sufficient 

eye margin to achieve BER<10-12 and a high data rate at low VDD and VDDQ. The 

bootstrap transmitter saves 13% power consumption compared to the conven-

tional transmitters. The transmitter for the HBM interface driving a 6.6mm on-

chip channel achieves an energy efficiency of 40.8-fJ/b/mm at 0.75-V VDD and 

0.25-V VDDQ. The transmitter for the LPDDR interface driving a 3mm FR-4 trace 

achieves an energy efficiency of 0.47-pJ/b at 0.9-V VDD and 0.5-V VDDQ. Both 

exhibit the highest energy efficiency compared to the state-of-the-art transmit-

ters for the memory interfaces. 

 

Keywords : HBM, LPDDR, memory interface, single-ended transmitter, boot-

strap serializer, and pre-driver 

 

Student Number : 2021-28627  
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Chapter 1  

 

Introduction 

 

 

 

 

 

1.1 Motivation 

 

As data rates of DRAM continue to increase, the power consumption of the 

DRAM interface is also significantly increasing. As a result, recent attempts have 

been made to reduce power consumption by applying lower voltages than the 

transmitter's supply voltage to the driver [1,2]. In particular, in HBM [3-5] or low-

frequency mode LPDDR [6], extremely low VDDQ is used to improve the power 

efficiency of the driver without matching the output impedance. However, the 

power consumption of the pre-driver and serializer still remains high due to the 

requirement for VDD to be much higher than VDDQ. Bootstrap is a technique for 

generating a sufficient output swing at low VDD [5,7]. However, prior-art boot-
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strap structures require complicated hardware that makes high-speed opera-

tions difficult due to its timing margin and increased parasitic capacitance.  

In this paper, a 1T1C bootstrap technique implemented using only a single ca-

pacitor and a single transistor is proposed, enabling not only the driver but also 

the serializer and pre-driver to operate at low supply voltage. This simple struc-

ture increases the timing margin and improves power efficiency, allowing boot-

strapping operation even at a high data rate of 12.8-Gb/s at low supply voltages 

of 0.75-V VDD and 0.25-V VDDQ.  
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1.2 Thesis Organization 

 

This thesis is organized as follows. In Chapter 2, the backgrounds of the SerDes 

link and low power memory interface is presented. And, the operation of serial-

izer, driver, and bootstrap technique are presented.  

In chapter 3, a 12.8-Gb/s/pin single-ended transmitter with 1T1C bootstrap 

technique for low power dram interface is presented. It describes the structure, 

operating principle and post-layout simulation results of bootstrapped serializer 

and pre-driver. Then implements and post-layout simulation of n-over-n driver 

and sampler are presented.  

In chapter 4, measurement results of the prototype chip are shown. The BER 

measurement of transceiver, eye diagram of transmitter, and power breakdown 

are measured. Measured performances are compared with the state-of-the-art 

transmitters for low power memory interfaces in the comparison table.  

Chapter 5 summarizes the proposed work and concludes this thesis.  



 

 

Chapter 2  

 

Backgrounds 

 

 

 

 

 

2.1 SerDes Link 

 

Fig. 2.1 illustrates data transmission in parallel communication and serial com-

munication. Compared to parallel communication, serial communication is free 

from issues such as clock skew between channels and channel crosstalk caused 

by numerous physical wires. To enable serial communication, a Serializer/Dese-

rializer (SerDes) link is utilized. It performs the conversion of data from parallel 

to serial form and vice versa (Fig. 2.2). This enables rapid trans-mission and pro-

cessing of data in high-speed communication links. 

Furthermore, SerDes links offer various advantages, including bandwidth 

expansion, improved power efficiency, and signal integrity. In high-speed com-

munication systems, SerDes links are commonly used for data transmission 
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Fig. 2.1 (a) Parallel communication and (b) serial communication.  

 

and find applications in diverse fields. For instance, they are utilized for commu-

nication between servers within data centers, connections between network 

equipment, high-resolution video and audio streaming, and high-speed serial in-

terfaces (such as PCI Express, USB, etc.). SerDes links employ various technolo-

gies and protocols to meet the requirements for signal integrity and speed in 

high-speed data transmission. These include clock recovery, signal encoding and 

decoding, adaptive equalization, channel coding, and low-noise and attenuation 
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techniques. These technologies and protocols maintain signal integrity, minimize 

noise and distortion, and enhance reliability and transmission performance. 

 

 

Fig. 2.2 Basic architecture of SerDes Link and backplane enviroment[8].  

 

 

 

 



Chapter 3. Design of transmitter for low power memory interface 7 

 

 

2.2 Low Power Memory Interface 

 

 

2.2.1 Basis of Memory Interface 

 

Modern high-speed DRAM memory systems transmit various types of signals, 

such as address, command, control, data, and clock signals through the same type 

of PCB traces. Consequently, clock signal's propagation delay can affect other sig-

nals. Fig. 2.3 shows that problems can occur when the propagation delay of the 

clock signal is not negligible compared to the clock period.  

 

 

Fig. 2.3 System-level synchronization with distributed clock signals [7]  
 

Therefore, synchronization should be performed considering the phase differ-

ence resulting from the propagation of the clock signal. 
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In general, three synchronization systems are used in memory interfaces. First 

method is the global clocking system which is applied when the propagation de-

lay of clock signals between different devices in the system is small com-pared to 

the clock period. Therefore, timing differences are considered within the timing 

margin of the signal protocol. This approach is limited to memory systems oper-

ating at low frequencies, such as SDRAM memory systems. Second is source-syn-

chronous clocking system that transmits a clock signal along with a data signal 

from the transmitter. The timing of the uni-directional data signals is synchro-

nized to the clock signal generated by the same device, not to a global clock. Lastly, 

PLL and DLL-based synchronization techniques are utilized for achieving syn-

chronization between the memory controller and the DRAM de-vice. These sys-

tems are implemented to actively compensate for signal skew as the data rate 

increases dramatically. 
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2.2.2 High Bandwidth Memory(HBM) Interface 

 

High-Bandwidth Memory (HBM) is a memory chip structure that vertically 

stacks memory chips. The stacked chips are connected through a fast intercon-

nect called an interposer.(Fig. 2.4) Multiple stacks of HBM are connected to CPUs 

or GPUs via the interposer and assembled on a circuit board. The HBM stack is 

closely and rapidly interconnected through the interposer, to the extent that it is 

indistinguishable from on-chip integrated RAM. 

GDDR5 is widely used in almost all high-performance graphics cards to date. 

However, with the increasing speed of graphic chips, there is a growing demand 

for fast bandwidth. Meeting the increased bandwidth specifications with GDDR 

consumes excessive power. HBM significantly improves memory power effi-

ciency and can provide more than three times the bandwidth per unit power 

 

Fig. 2.4 Architecture of HBM interface [7]  
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compared to GDDR. The stacked structure of HBM enhances not only power effi-

ciency but also space efficiency (Fig. 2.5). Compared to GDDR5, HBM can save up 

to 94% of space. 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 2.5 Comparison of chip placement structure of GDDR5 and HBM [7]  
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2.2.3 Low-Power Dual Data Rate(LPDDR) Interface 

 

LPDDR is a memory technology suitable for mobile devices, offering high-

speed data transfer, low power consumption, and optimized performance. The 

primary feature of LPDDR is its low power consumption. LPDDR achieves drastic 

power reduction through various power-saving mechanisms such as power gat-

ing, dynamic voltage scaling, and deep power-down mode. With these technolo-

gies, memory operates at low voltage and reduces power consumption during 

idle or low utilization periods. 

Up to LPDDR3, LPDDR adopted the Pseudo-Open-Drain I/O solution used in 

GDDR4/5/5x/6 to ensure receiver termination. (Fig. 2.6(a)) [11] However, addi-

tional power consumption is introduced by termination. Therefore, next-gener-

ation LPDDR interfaces implemented a low-voltage swing-terminated logic 

(LVSTL) architecture to minimize it. (Fig. 2.6(b))  

 

 

Fig. 2.6 (a) Pseudo-Open-Drain Interface architecture and (b)Low-Voltage 

swing-terminated logic architecture [7]  
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Most of the power consumption comes from the AC power (∝CV2f) involved in 

charging and discharging the parasitic capacitance. In LVSTL, the increased pull-

up resistance due to the natural saturation of the pull-up NMOS limits the voltage 

swing and reduces CV2f. LVSTL demonstrates a 40% reduction in power con-

sumption compared to DDR's POD [13]. 
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2.3 Bootstrap Technique 

 

The conventional bootstrap technique in the driver [7] is composed of a pull-

up and pull-down control pair. It boosts the gate voltage to push the driver MOS 

into the deep triode region, enhancing its driving capability. The driver and 

switch pass gate are driven simultaneously by the data path, repeating precharg-

ing and driving depending on the transition of the data input. 

Fig. 2.7 illustrates the conventional bootstrap technique in the driver.  

 

Fig. 2.7 Conventional Bootstrap structure. 
 

 



Chapter 3. Design of transmitter for low power memory interface 14 

 

 

 CBP and CBN are the bootstrap capacitors, while Mp1 and Mn1 are the pre-

charging transistors for CBP and CBN, respectively. INVP and INVN are the pre-driv-

ers which boost CBP and CBN, and MPD and MND are the output drivers. The voltage 

swing of NBT boosts to 2VDD and -VDD, enhancing the driving capability of MPD 

and MND, NBT improves the precharge capability and eliminates reverse leakage 

current by feedback controlling MP1 and MN1. 

Fig. 2.8 shows the operation of bootstrap circuit when the input switches from 

high to low and from low to high. Assume that the bootstrap capacitors CBP and 

CBN are precharged with a voltage potential of VDD before Vin transits from high 

to low, node NBP has an initial voltage of VDD, and node NBT has an initial voltage 

of -VDD.  

 

Fig. 2.8 Operation of bootstrap structure. 
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Ideally, when VIN transits from high to low, NOP transits from low to high then 

NBP is boosted to 2VDD. Simultaneously, MP2 turns on and MN2 turns off, and NBP's 

2VDD charges NBT via MP2. When NBT is charged to a voltage above Vth, MN1 turns 

on and precharges NBN to GND, thereby CBN having a voltage potential of -VDD. 

When Vin transits from low to high, a similar mechanism makes NBT to -VDD. 

In ideal case, the voltage swing of node NBT is boosted to 2VDD and -VDD. How-

ever, due to the parasitic capacitances of node NBT, they occur charge-sharing ef-

fect with bootstrap capacitance. [jssc-ref17]. 

Fig. 2.9 depicts the equivalent circuit of the upper side when NBT transits above 

VDD. VBTP and CBTP are the voltage and total parasitic capacitance of NBT, respec-

tively. Assuming that VBTP transits from -VDD to 2VDD, eq 2.1 is hold. 

 𝑉𝑂𝑈𝑇 =
𝐶𝐵𝑃

 𝐶𝐵𝑃 + 𝐶𝑃𝑇𝑃
 2𝑉𝐷𝐷 −  

𝐶𝑃𝑇𝑃

 𝐶𝐵𝑃 + 𝐶𝑃𝑇𝑃
 𝑉𝐷𝐷  (2.1) 

 

Fig. 2.9 equivalent circuit of bootstrap structure. 
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2.4 Serializer 

 

A serializer combines multiple low-speed parallel channels into a high-speed 

stream of 1-bit serial data. Transmitters incorporate serializers, allowing the in-

puts to be much slower than the output, thereby simplifying the design of the 

package and the PC board. Fig.2.10 shows the 16:1 Serializer that consists of 4-

stage 2:1 serializer. [14] 

 

 

Fig. 2.10 16:1 Serializer architecture. 
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If data arrives at arbitrary timings, the output of the MUX may experience 

glitches or pulse width distortion. Consequently, both input data of the Mux must 

not transition simultaneously and should be aligned with the clock. To address 

this, flip-flops capable of retiming with a clock are placed before the Mux. Fig. 

2.11 illustrates the resulting configuration described above. Five latches are po-

sitioned in front of the Mux, ensuring that each data input goes through one flip-

flop for stable transitions. 

 

 Fig. 2.12 depicts the operation of these flip-flops. When the clock is high, the 

first four latches function as flip-flops, while L3 holds the sampled data D1 until 

the clock's falling edge. Meanwhile, L2 and L5 sense the outputs of L1 and L4, 

respectively. During this period, the output DOUT of the 2:1 Mux is the sampled D2 

from L5. When the clock is low, L5 holds the sampled data D2 until the next rising 

edge, and the output DOUT of the Mux becomes the sampled D1 from L3. 

 

 

Fig. 2.11 Conventional 2:1 serializer structure. 
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Dividers are placed at each stage of the serializer and can be implemented 

simply using a single CMOS flip-flop-based negative feedback loop. (Fig. 2.13) By 

inverting the output of the flip-flop and feeding it back to the input, a negative 

feedback loop is formed, forcing each latch to toggle between 0 and 1 alternately. 

In a 16:1 serializer, clocks of frequency divided-by-8 are required. This can be 

achieved by stacking three dividers that divide by 2. 

 

CLK

Din1

D1

Din2

D2

DOUT

0 2 4 6 8 10

0 2 4 6 8 10

1 3 5 7 9 11

1 3 5 7 9 11

0 1 3 5 7 9 112 4 6 8 10
 

Fig. 2.12 Timing diagram of 2:1 serializer. 

 

 

Fig. 2.13 Flip-flop-based divider structure. 
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2.5 Driver 

 

 As the required bandwidth of serial link systems increases, various interface 

circuits have been proposed for the design of transmitter drivers. Among them, 

the most commonly used topologies for transmitter drivers are current-mode 

drivers and voltage-mode drivers [15]. Fig. 2.14 illustrates their basic forms. Volt-

age-mode drivers have an output swing determined by the supply voltage, while 

current-mode drivers have an output swing determined by the drain current of 

the MOSFET.  

 

 

Fig. 2.14 (a) Current mode driver and (b) Voltage mode driver. 
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Alternatively, in voltage-mode drivers, the MOSFET has a low impedance, making 

the MOSFET's resistance (or a series resistor) the output impedance. In current-

mode drivers, the MOSFET has a high impedance, and a resistance connected in 

parallel becomes the output impedance. To prevent signal reflection that impairs 

signal integrity, the output impedance of the driver should match the transmis-

sion line's characteristic impedance Z0, which is typically 50Ω. 

Current-mode drivers are implemented as current-mode logic drivers (Fig. 

2.15) [16]. The MOSFET operates in the saturation region, acting as a current 

source. A resistor connected in parallel is used to match the output impedance to 

Z0. When the MOSFET is turned on, there is a voltage drop of ISZ0, while there is 

no voltage drop on the side where the MOSFET is turned off, resulting in a voltage 

swing of ISZ0. 

 

Voltage-mode drivers typically use source-series termination (SST) drivers 

(Fig. 2.16) [15]. A resistor is connected in series in the basic voltage-mode driver. 

 

Fig. 2.15 Current-mode Logic(CML) driver. 
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The MOSFET operates in the linear region, acting as a resistor. The output imped-

ance of the driver is equal to RON + RS = Z0, where RON represents the MOSFET's 

on-resistance and RS is the series resistor. 

 

 

  

 

Fig. 2.16 Source-Series Termination(SST) driver. 



 

 

Chapter 3   

 

Design of Transmitter for low power 

memory interface 

 

 

 

 

 

3.1 Overall architecture 

 

The overall block diagram of the proposed low power memory interface is 

shown in Fig. 3.1. The memory interface consists of two transmitters, each de-

signed for LPDDR and HBM, respectively. And HBM interface side includes re-

ceiver. The transmitter is composed of a 16-bit PRBS pattern generator, a 16:2 

serializer, a 2:1 serializer, a pre-driver, and an N-over-N driver with a 2-tap feed-

forward equalizer (FFE).  

Two external differential forwarded 6.4GHz CLKs are supplied, and two trans-

mitters share one differential CLK, the other one is used by receiver. Serializer 
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and CLK divider are digitally controllable to adjust the timing of data and CLK, 

allowing for fine timing control. The bootstrapped circuits which are described 

in detail in the next section are placed in front of the driver and the 2:1 serializer 

operating at high speed. The output impedance of the N-over-N driver can be dig-

itally controlled, so flexible impedance matching is possible. The transmitter 

with a 20Ω output impedance for the HBM interface is connected to the 6.6mm-

long metal channel that emulates a silicon interposer with ground shielding. 12.8 

Gb/s Data is transmitted along the metal channel and sent to the RX for testing. 

Two half-rate samplers consisting of strong-ARM latches are used for data verifi-

cation. The transmitter for the LPDDR interface is 50Ω-terminated, and is meas-

ured through an external 28.5mm-long FR-4 trace. Supply Voltage of Pre-Driver 

and N-over-N driver for HBM interface are 0.75V and 0.25V, respectively, and sup-

ply voltage of Pre-Driver and N-over-N driver for LPDDR interface are 0.9V and 

0.5V, respectively. 
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3.2 Serializer 

 

The parallel PRBS digital output signal of 16 bits is converted into a 1-bit 

12.8Gb/s signal by a 16:2 serializer and a 1T1C bootstrap 2:1 serializer. (Fig. 3.2) 

The 16:2 serializer consists of stacked 2:1 serializers, and the 2:1 serializer is a 

latch-less 2:1 MUX structure [17] where the latch is removed from the conven-

tional three-latch 2:1 mux cell to reduce power consumption.  

 

Fig. 3.2 Proposed 16:1 Serializer. 
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The 2:1 mux is implemented by connecting two tri-state inverters. The final 

stage of 2:1 serializer is capable of serializing a 2-bit 6.4Gb/s signal into a 1-bit 

12.8Gb/s signal at a supply voltage of 0.75V by applying the 1T1C bootstrap tech-

nique, which will be described in section 3.3.  

As shown in Fig. 3.3, a conventional 2:1 serializer consists of three latches and 

one 2:1 mux. L1 and L2 hold the input during the stage progression to prevent 

glitches, and L3 prevents the input from changing while the clock samples the 

input. However, if the timing of the two data inputs to the serializer is well-con-

trolled, L1 and L2 can be removed without problems. [18] This is when the two 

data inputs transit slightly after the clock's edge and settle before the next clock 

edge. This condition is easily implemented due to the clock delay caused by the 

divider. L3 prevents both inputs of the 2:1 mux from transitioning simultane-

ously like the conventional structure. Power efficiency is improved by reducing 

the number of clocked CMOS-based latches. 

 

 

 

Fig. 3.3 (a) 3-latches 2:1 Serializer and (b) 1-latch 2:1 serializer. 
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Fig. 3.4 shows that each divider is composed of a CMOS-based flip-flop and an 

inverter, where the output of the FF is inverted and fed back into the input of the 

FF. Digitally control of the input of the first DIV2, clk and clkb, and the output of 

DIV8 allows the timing of the divided clocks and data to be aligned and stable 

operation of the latch-less serializer. 

 

Fig. 3.5 illustrates the waveforms of the output from the serializer and the in-

dividual outputs from the dividers. The PRBS-7 16-bit parallel 800Mb/s signals 

are successfully serialized into a 1-bit 12.8Gb/s signal (Fig a), and the serialized 

signal is matched with the ideal PRBS-7 pattern (Fig b). 

 

Fig. 3.4 CMOS-based flip-flop divder. 

 

Fig. 3.5 (a) 16:1 Serializer transient simulation and (b) eye diagram – 

PRBS 7 pattern. 
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3.3 1T1C Bootstrap 

In conventional bootstrap topology, the pass gate that performs precharging is 

driven by the output of the inverter. Due to this method, the inverter drives heavy 

load and is not suitable for high-speed applications. Furthermore, since the pre-

charging pass gate remains on when the bootstrap vdd and vss are pre-charged, 

and turns off during drive, the bootstrap efficiency is degraded.  

Pre-driver bootstrap topology [5] that bootstrap vdd and vss simultaneously 

is shown in Fig. 3.6 Boostrapped pre-driver output is used as input to the n-over-

n driver. Like the previous topology, the load at the output node is small, but due 

to the large parasitic resistance and capacitance caused by the use of many pass 

gates, it is not suitable for low supply voltage and high-speed applications.  

Furthermore, although VSS bootstrap is effective in boosting PMOS input, it is not 

 

Fig. 3.6 Prior work of bootstrapped pre-divder. 
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so for NMOS input, as a result, efficiency per additional power consumption is 

reduced. 

Fig. 3.7(a) and Fig. 3.7(b) show the schematic and operation of the 1T1C boot-

strap serializer and the pre-driver. During the pre-charge phase, bootstrap capac-

itors CH and CL store a voltage potential of VDD. As Vin makes transitions, the 

node H is boosted to VDDH, or the node L is boosted to VSSL depending on the 

polarity of Vin. Compared to the prior-art bootstrap topologies, the 1T1C boot-

strap reduces output load and increases boosting efficiency at the high data-rate 

thanks to its simple implementation. 

 

 

 Fig. 3.8 shows a circuit diagram featuring a boosted voltage driving mecha-

nism. Ideally, the output voltage (VOUT) should be boosted from the VDD to 2VDD. 

However, due to the charge-sharing effect of the parasitic node capacitance, the 

actual output voltage is 

 

Fig. 3.7 Proposed 1T1C bootstrap serializer(a) and pre-driver(b). 
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Upon applying the design parameters, the boosting factor is computed to be 

1.36, resulting in an output voltage of 1.02V when VDD is set to 0.75V. The trans-

fer function from the inverter (VIN) output to VOUT is expressed as  

 

 

𝐶𝐷 = 𝐶𝐷2 + 𝐶𝑆1 

𝐶𝐺 = 𝐶𝐼𝑁𝑉 + 𝐶𝐺1 

𝛼 = 𝐶𝐻 + 𝐶𝐺 + 𝐶𝐷 

𝛽 = 𝐶𝐻𝐶𝐷 + 𝐶𝐻𝐶𝐺 + 𝐶𝐷𝐶𝐺 

 𝑉𝑂𝑈𝑇 =
2𝐶𝐻 + 𝐶𝐷

 𝐶𝐻 + 𝐶𝐷 + 𝐶𝑂𝑈𝑇
 𝑉𝐷𝐷 (3.1) 

 

Fig. 3.8 Equivalent circuit for evaluating 1T1C bootstrap pre-driver. 

 
𝑉𝑂𝑈𝑇

𝑉𝐼𝑁
(𝑠) =

𝐶𝐻

 𝛼 + (𝛽𝑅𝑂𝑁,𝐼𝑁𝑉 + 𝜁)𝑠 + 𝛽𝛾𝑠2
 (3.2) 
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𝛾 = 𝑅𝑂𝑁,𝐼𝑁𝑉𝑅𝑂𝑁,2𝐶𝑂𝑈𝑇   

𝜁 =  𝑅𝑂𝑁,𝐼𝑁𝑉(𝐶𝐻 + 𝐶𝐺) + 𝑅𝑂𝑁,2(𝐶𝐷 + 𝐶𝐻) 

 

By Eq. 3.2, the dominant pole pd of the transfer function from the output of 

INVP to VOUT is expressed as  

 

𝑝𝑑 =
−𝛽𝑅𝑂𝑁,𝐼𝑁𝑉 − 𝜁 + √(𝛽𝑅𝑂𝑁,𝐼𝑁𝑉 + 𝜁)

2
− 4𝛼𝛽𝛾

2𝛽𝛾
 (3.3) 

 

 

When the design parameter is applied, the circuit can achieve an all-pass re-

sponse within the desired frequency range, with the dominant pole located at pd 

≒ 251.2 Grad/s. 

Fig. 3.9 depicts post-layout simulation results that the 1T1C bootstrap in-

creases the output swing by 33% at 12.8-Gb/s. As a result, when bootstrap is uti-

lized while decreasing VDD from 1V to 0.75V, it is possible to achieve 13% power 

savings while maintaining the same eye margin. Compared to the transmitter 

without bootstrap, the eye width and height of the serializer output are improved 

by 30% and 104% with the same VDD as shown in Fig. 3.10. Also, the pre-driver 

output produces 6% and 24% enhancement in the eye width and height, respec-

tively. 
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Fig. 3.9. Post-layout simuation results: transient response. 

 

Fig. 3.10. Post-layout simulation results: power comparison. 
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3.4 Driver with 2-tap FFE 

 

 A voltage mode driver produces an output signal with low impedance. This to-

pology is widely used in memory interfaces because it is more power efficient 

than a current mode driver. To reduce nonlinearity caused by changes in input 

voltage, a source-series termination (SST) driver with a series resistor is com-

monly used. (Fig. 3.11) The output impedance of SST is the sum of the series re-

sistor and the transistor output impedance. Although it has the aforementioned 

advantages, the size of the pre-driver must be increased to accommodate the low 

resistance of the transistor, resulting in high load capacitance. 

 

Fig. 3.11. Source-series termination(SST) driver.[19] 
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 Because output impedance can also vary due to PVT variation, impedance cor-

rection is necessary. There are two main methods for impedance correction.[19] 

The first method digitally controls impedance by connecting a digitally con-

trolled set of FETs in series at the top and bottom of the actual line-driver stage. 

Impedance tuning is achieved through series-stacked FET banks, allowing for 

small tuning resolutions. However, these additional FETs limit voltage headroom. 

The second method involves slicing the driver to adjust the number of active 

slices. When the driver is divided into N slices, each slice's resistor is N*R. This 

method still allows the driver to be kept simple and small, and there is no voltage 

headroom penalty when disabling the tri-stating slice through the data path. 

However, to cover low impedance while considering variation and deviation, 

many slices are needed, which can result in significant loading on the pre-driver. 

These two methods are usually combined in design, with the first method used 

for fine tuning and the second for course tuning. 

 

Fig. 3.12. Impedance tuning : series-stacked FET banks method(a), slice 

dividing method(b).[19] 
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 An n-over-n driver is a form of driver that replaces the pull-up MOSFET in a p-

over-n driver with an NMOS (Fig. 3.13). Because it can take a lower driver supply 

voltage than p-over-n drivers to achieve the same output impedance, it consumes 

less power. However, to maintain the pull-up NMOS's triode region, a higher over-

drive voltage than that of the PMOS is required. To satisfy the relaxed definition 

of the DTR (Deep Triode Region) VDS < 1/2 (VGS - Vth,n), a differential-ended n-

over-n driver requires VG > 5/4 VS + Vth,n, while a single-ended n-over-n driver 

requires VG> 3/2 VS + Vth,n. To satisfy these requirements, a high pre-driver sup-

ply voltage is necessary, and the power consumption of the driver's front end can 

increase.  

 

 Fig. 3.14 shows the structure of the implemented pre-driver and driver with a 

2-tap feed-forward equalizer (FFE). The pre-driver with 1T1C bootstrap applied 

to both the main-tap and post-tap is connected to the N-over-N driver. The N-

over-N driver consists of 12 slices for the main-tap and 4 slices for the post-tap, 

 

Fig. 3.13. N-over-N driver. 
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totaling 12 slices that are activated. The digital controllable series FETs men-

tioned earlier are used to correct the impedance of the N-over-N driver. The 1T1C 

bootstrap pre-driver not only sets the deep triode region of the N-over-N driver 

MOSFET but also enables a low output impedance with high VGS, reducing the 

size of the driver.  

 

Fig. 3.14. Proposed Pre-driver and N-over-N driver with 2-tap FFE.. 
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 Fig. 3.15 depicts the 12.8 Gb/s post-layout simulation result of turning on post 

FFE tap in sequence by connecting the designed on-chip metal channel to the 

output stage. A maximum voltage swing of 120mV was obtained when three post 

taps were turned on. Fig. shows the post-layout simulation result with a 50ohm 

ground termination at the output and an external channel model with -9dB. 

When three post FFE taps were turned on, a maximum voltage swing of 63mV 

was obtained. 

 

 

 

Fig. 3.15. Post-layout simulation of N-over-N driver with 2-tap FFE. 
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3.5 Sampler 

 

 In the prototype chip for the HBM interface, the data is transmitted through the 

6.6mm metal channel. This data is detected as either 0 or 1 by two half-rate sam-

plers. Fig. 3.16 illustrates the samplers that are consisted of a cascade of conven-

tional PMOS strongarm latch with RS latch. [20] The strongarm latch is widely 

used in comparators due to its advantages of 1) consuming zero static power and 

2) directly producing rail-to-rail output[21].  

 

The strongarm latch operates in four phases. In the first phase, when the CLK is 

high, the NMOS discharges and resets OUT, OUTB, P, and Q to VSS. In the second 

phase, when the CLK becomes low, the PMOS turns on, activating the differential 

pair and generating a differential current proportional to VIN-VREF. In the third 

 

Fig. 3.16. Conventional PMOS strong-arm latch. 
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phase, when the voltage of P and Q reaches Vth, the cross-coupled PMOS is acti-

vated, and drain current flows through OUTB and OUT. In the last step, VOUT and 

VOUTB continue to rise until Vth, triggering the cross-coupled NMOS to activate. At 

this point, the cross-coupled NMOS exhibits positive feedback behavior. The pos-

itive feedback of these transistors causes one output to become a VDD, while the 

other output returns to the VSS to produce inter-rail output. The Fig. 3.17 shows 

the voltage waveforms at each node of the designed strongarm latch. 

The comparator structure generates kickback noise, which disturbs the input 

voltage due to the charging of the parasitic capacitance of the differential pair. To 

reduce kickback noise, complementary capacitance is added to the drain of the 

transistor, as depicted in Fig. 3.16. [22-24] This addition shifts the responsibility 

of charging the parasitic capacitance to the added capacitance instead of the in-

put, effectively canceling out kickback noise. In this case, the parasitic capaci-

tance is charged by the complementary capacitance instead of the input, and thus 

the kickback noise is canceled. 

 

Fig. 3.17. Transient response of designed strong-arm latch. 
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Chapter 4   

 

Measurement Results  

 

 

 

 

 

4.1 Die Photomicrograph 

 

The proposed transmitters with 1T1C bootstrap technique are fabricated in a 

40-nm CMOS process. The chip photomicrograph is shown in Fig. 4.1; TX’s total 

area is 0.00508mm2. TX1 is 50Ω terminated transmitter for the LPDDR interface 

and wire-bonded to PCB for verifying the transmitter performance. TX2 and RX2 

are the on-chip channel transmitter and receiver for the HBM interface, respec-

tively. Fig. 4.2 illustrates the cross section view of the on-chip channel, which is 

laid by a 6.6mm-long metal, emulating a wire in a silicon interposer. To minimize 

the impact of noise, ground shielding is used for isolation and a ground plane is 

positioned beneath the channel. the measured insertion loss at the Nyquist fre-

quency 6.4GHz is -8.41dB.  
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Fig. 4.1. Chip photomicrograph. 

 

 

 

Fig. 4.2. Cross section view and loss of the on-chip metal channel. 
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4.2 Measurement Setup 

The testing setup for the designed prototype chip is shown in Fig. 4.3 An exter-

nal 6.4GHz differential clock is generated from BERT (Keysight J-Bert N4903B) 

and supplied to both TX and TRX DUT. TX2 and RX2 receive different 6.4 GHz 

differential clocks in TRX chip, respectively. The oscilloscope (Tektronix MSO 

73304DX) also receives two Sync Clocks 6.4GHz from BERT and DUT. The data 

pattern, timing of Serializer, impedance calibration of driver and taps of FFE are 

controlled via I2C communication with the PC. The parameter setting and meas-

urement setup of oscilloscope and power supply are automatically controlled via 

VISA communication with the PC. By doing so, it is possible to auto-evaluate the 

eye by performing a 2-D sweep of the reference voltage of the receiver and the 

data timing of transmitter. The output of TX1 is connected to the oscilloscope 

through a 28.5um FR-4 trace, enabling direct visualization of the transmitter's 

eye. The output of TX2 is transmitted to RX2 through a 6.6mm metal channel, and 

the output of RX2 is analyzed for BER through a 75.6mm FR-4 trace connected to 

BERT. 
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Fig. 4.3. Measurement Setup. 
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4.3 Measurement Results 

Fig. 4.4 depicts the measured eye diagrams of the TX1. The eye shows a 154-

mV height and 0.69-UI width. Fig. 4.5 shows the eye diagram and bathtub curves 

of the TX2 when FFE is turned on and off. When FFE is turned on, the eye satis-

fying the BER < 10-12 condition is 0.29UI at 12.8Gb/s. 

 Fig. 4.6 and Fig. 4.7 show Shmoo plots varying the supply voltages and the 

data rate of the TX2. VDDQ vs VDD shmoo plot shows that a maximum operation 

 

 
Fig. 4.4. Measured eye diagrams of the TX1 
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speed of 12.8Gb/s is achieved at 0.74-V VDD and 0.215-V VDDQ and above, so the 

margins of the supply voltages are sufficient.   

 

 

 

 

 

 

 
Fig. 4.5. BER measurement result of the TRX2 : eye diagram(top) and  

BER bathtub curve(bottom). 
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4.4 Performance Summary 

 

 The power breakdown of the transmitters is shown in Fig. 11. Based on post-

layout simulation results, the power dissipation of the 16:2 serializer, 2:1 serial-

izer and pre-driver, and driver for the HBM interface are 0.542mW, 2.488mW, 

0.414mW, respectively. The total power dissipation of the TX1 and TX2 are 

6.01mW and 3.44mW, respectively. The performances of the transmitters are 

summarized and compared with the state-of-the-art transmitters using TX 

equalizer for recent memory interfaces and on-chip serial links in Tables I and II. 

Using the proposed 1T1C bootstrap serializer and pre-driver, high energy effi-

ciency is achieved while satisfying the BER < 10-12 condition. The measured en-

ergy efficiency of the TX1 is 0.47-pJ/b (Table 4.1) and the energy efficiency per 

channel length of the TX2 is 40.8-fJ/b/mm (Table 4.2), which is the best among 

the state-of-the-art memory interfaces and on-chip serial links, respectively. 

 

Fig. 4.7. Power breakdown of the proposed transmitters. 
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Chapter 5  

 

Conclusion 

 

In this thesis, the 12.8-Gb/s single-ended transmitters with a 1T1C bootstrap 

technique for low-power memory interfaces in a 40-nm CMOS process are pro-

posed. The proposed bootstrap serializer and pre-driver have enabled the N-

over-N driver to achieve a sufficient eye margin to achieve BER<10-12 and a high 

data rate at low VDD and VDDQ while reducing power consumption by 13% com-

pared to conventional transmitters. Both the transmitter for the HBM interface 

driving a 6.6mm on-chip channel and the transmitter for the LPDDR interface 

driving a 3mm FR-4 trace achieve the highest energy efficiency compared to the 

state-of-the-art transmitters for memory interfaces, with energy efficiencies of 

40.8-fJ/b/mm and 0.47-pJ/b, respectively. 
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초 록 

 

본 논문은 저전력 메모리 인터페이스를 위한 1T1C 부트스트랩 기술을 

적용한 단일 종단 송신기를 제안한다. 제안한 부트스트랩 직렬기 및 사전 

드라이버를 통해 N-over-N 드라이버가 BER<10-12 를 달성하기에 충분한 

eye 마진을 가지도록 하고, 낮은 VDD 및 VDDQ 에서 높은 데이터 속도를 

가질 수 있다. 부트스트랩 송신기는 기존 송신기에 비해 13%의 전력을 

절약한다. 6.6mm on-chip 채널을 구동하는 고대역폭 메모리 인터페이스용 

송신기는 0.75-V VDD 및 0.25-V VDDQ에서 40.8-fj/b/mm의 에너지 효율을 

달성한다. 3mm FR-4 trace를 구동하는 저전력 DDR 인터페이스용 송신기는 

0.9-V VDD 및 0.5-V VDDQ에서 0.47-pj/b의 에너지 효율을 얻는다. 두 송신

기 모두 최근 발표된 메모리 인터페이스 및 on-chip 직렬 링크용 송신기

들 대비 가장 높은 에너지 효율을 갖는다.  

  

 

주요어 : 고대역폭 메모리, 저전력 DDR, 메모리 인터페이스, 단일 종단

송신기, 부트스트랩 직렬기와 사전 드라이버 
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