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ABSTRACT               I 

 

Abstract 

 

This dissertation outlines the clocking system within SerDes and associated com-

mon issues. It proposes a phase-locked loop (PLL)-based clock driver for clock gen-

eration in the transmitter and clock and data recovery (CDR) in the receiver. The thesis 

suggests a wide frequency tuning range (FTR) LC resonator for frequency synthesis, 

which achieves fast frequency acquisition. For reference-less operation, a stochastic-

based frequency acquisition scheme is implemented in a Baud-rate CDR. Additionally, 

this dissertation presents a Baud-rate CDR with a reference clock, which achieves 

pulse amplitude modulation (PAM)-4 signaling. 

Initially, a digital-PLL (DPLL) based clock driver with a wide FTR LC oscillator 

is presented. The clock driver employs an 8-shaped inductor structure to implement 

three mode-switchings for wide FTR in one compact area. The analysis demonstrates 

the compact inductor-stacked layout. Furthermore, the clock driver achieves fast fre-

quency acquisition by using a fast Fourier transform (FFT) algorithm, reducing the 

lock time significantly compared to the conventional PLL that uses a bang-bang phase 

and frequency detector (BB-PFD) or time-to-digital converter (TDC). The prototype 

is fabricated in a 40-nm CMOS technology verifying low-jitter, wide FTR, and fast 

frequency acquisition. The presented LC oscillator achieves a phase noise of -118.5 

dBc/Hz to -124.7 dBc/Hz, achieving the figure of merit (FoM) from FoMT from 173.5 

dBc/Hz to 181.5 dBc/Hz and 196 dBc/Hz to 204 dBc/Hz, respectively. The clock 

driver generates a clock frequency ranging from 0.82 to 4.1 GHz, achieving an FTR 

of 133%. The clock driver achieves a root mean square (RMS) jitter of 84.64 fs at 4 
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GHz output clock frequency, showing FoMRMS of -249.1 dB. Furthermore, the pro-

posed clock driver reduces the settling time requiring only 0.99 μs, whereas it requires 

2.27 ms in conventional techniques, thus verifying fast frequency acquisition. 

The dissertation proposes a reference-less Baud-rate CDR with a stochastic-based 

phase and frequency detection for the second implementation. It proposes a 14 - 28 

Gb/s reference-less Baud-rate CDR that uses a stochastic-based phase and frequency 

detector (PFD). The PFD with the optimum weight through histogram-based correla-

tion of various data patterns achieves phase and frequency detection. The reference-

less Baud-rate CDR utilizes data samples and phase error samples obtained from the 

integrator. The proposed CDR achieves a data rate of up to 28 Gb/s employing a con-

tinuous-time linear equalizer (CTLE) under a 4.7-dB data loss channel at Nyquist fre-

quency. Fabricated in 28-nm CMOS technology, the proposed CDR achieves a bit 

error rate (BER) of less than 10-12 and an energy efficiency of 1.06 pJ/b. 

The final embodiment is about a 48 Gb/s PAM-4 receiver with a Baud-rate CDR 

suitable for multi-level signaling. By deriving the association between the vertical eye 

margin and the ratio of the main cursor to the pre-cursor, the proposed Baud-rate phase 

detector (BRPD) adjusts the pre-cursor and finds the lock point with targeted vertical 

eye-opening. Thus, the BRPD offers a unique lock point when used with an adaptive 

decision feedback equalizer (DFE) where post-cursor h1 is removed. Otherwise, the 

lock point could drift with the conventional Mueller-Müller PD. Furthermore, a sum-

mer loading of the DFE reduces the input loading of the DFE by embracing the RZ 

sampler output instead of the conventional NRZ output adding to the delay associated 

with an RS latch. A prototype chip fabricated in 40 nm CMOS technology consists of 

an analog front end, a phase rotator, a current digital-to-analog converter, and 
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synthesizable digital logic, occupying a total active area of 0.24 mm2. The proposed 

PAM-4 receiver achieves a bit-error rate (BER) of less than 10-11 at 48 Gb/s and offers 

an energy efficiency of 2.42 pJ/b. 
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Introduction 

 

 

 

 

 

1.1 Motivation 

 

A data center is a physical facility designed to house computer systems and their 

related components. It plays a critical role in providing IT services and supporting 

business processes. The rapid growth in data centers and their traffic has led to a cor-

responding increase in transmission speed [1] – [2] . As illustrated in Fig. 1.1, the 

process has shrunk over time, and the data rate has gradually increased [3] . Moreover, 

Fig. 1.2 shows the exponential growth in the data rates per lane for various I/O stand-

ards over time [3] . 

Peripheral Component Interconnect Express (PCIe) is one of the prominent wire-

lines, doubling every 3-4 years, with a trend accelerating as Fig. 1.3 [4] . The memory 

interface speed also increases with each generation, with the increasing 
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number of lanes additionally. The demand for data throughput on interfaces is increas-

ing exponentially, leading to the widespread adoption of multilevel signaling such as 

pulse amplitude modulation (PAM), especially PAM-4, in many standards [5] – [7] . 

Although PAM signaling can improve data rate significantly, inter-symbol 

Fig. 1.1 The data rate and process scaling over time 

Fig. 1.2 The data rate of various I/o standards per lane over time 
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interference (ISI) and signal-to-noise ratio (SNR) of the channel can degrade signal 

integrity and bit error rate (BER) performance severely. 

As the data rate increases, the effect of data loss and noise becomes more signifi-

cant, reducing the data's timing margins and making the quality of clock signals cru-

cial for the transceiver. In the transmitter, the clock signal is generated and used by 

the phase-locked loop (PLL), while the clock and data recovery (CDR) regenerates 

the clock signal with the reference clock or the data only at the receiver. 

This paper discusses a PLL-based clock driver that overcomes the limitations of 

conventional LC oscillators and can obtain a wide frequency tuning range while 

achieving fast lock times. Additionally, we present a reference CDR and reference-

less CDR based on the Baud-rate structure that reduces the requirement on multi-

phase clock signals and Baud-rate reference CDRs that enable PAM-4 signaling.    

Fig. 1.3 The I/O bandwidth progress over time 
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1.2 Thesis Organization 

 

This thesis is organized as follows. In Chapter 2, a clocking network used in serial 

interface is presented briefly. The clocking mechanism within the interface can be 

categorized into two main components: the PLL and the CDR. The chapter expounds 

on the underlying principles of PLL, as well as the types of oscillators employed. 

Additionally, the fundamentals of CDR are elucidated, along with an overview of the 

various types of CDR and phase detectors (PD) utilized. 

Chapter 3 shows the implementation of a fast locking wide tuning range digital 

PLL (DPLL)-based clock driver. The chapter details an LC oscillator with a wide 

tuning range that overcomes the limitations of conventional LC oscillators. Addition-

ally, the methodology employed to achieve fast frequency acquisition through fast 

Fourier transform (FFT) is illustrated. 

Chapter 4 describes the implementation of a 28 Gb/s reference-less Baud-rate CDR. 

In addition, the chapter reveals the stochastic phase and frequency detection tech-

niques and the Baud-rate CDR structure realized by incorporating an integrator. 

In Chapter 5, a 48 Gb/s PAM-4 receiver is presented. The receiver design utilizes 

a reference CDR structure and incorporates a Baud-rate PD that determines the lock-

ing position by analyzing the main cursor and pre-cursor ratio. Furthermore, the chap-

ter shows the decision feedback equalization (DFE) adaptation methodology in the 

PAM-4 structure, verified by the simulation results. 

Chapter 6 summarizes the proposed works and concludes this thesis. 
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Backgrounds 

 

 

 

 

 

2.1 Clocking in Serial Interface 

 

Modern wireline communication systems employ serial links over parallel links 

due to their advantages, such as reduced pin count, increased throughput, etc. Serial 

links have seen an increase in transmission rate due to the exponential increase in data, 

and most interface standards have doubled in speed with every generation. For exam-

ple, the specification for PCIe Gen 6.0, running at 64 GT/s, is advancing to version 

7.0, running at 128 GT/s [4] . This increase in speed has led to decreased timing mar-

gins and increased design challenges for timing circuits. 

A serial link converts parallel data into serial data for high-speed transmission. As 

depicted in Fig. 2.1, the parallel data is serialized at the transmitter end and transmitted 

as serial data through the channel to the receiver end. The received data  



Chapter 2. Backgrounds                   6 

 

 

are then deserialized back into parallel form for further processing, which is accom-

plished by using SerDes components. 

Clocking in SerDes refers to the generation of a clock signal synchronized to a 

specified data rate and the architecture of the transmitter and receiver. The transmitter 

in a serial link synchronizes parallel data by serializing it with a high-frequency clock 

that is synthesized on-chip from a low-frequency crystal reference clock. On the other 

hand, the timing circuit on the receiver end has a distinct relationship between the 

received data and the sampling clock. In such cases, the serial data is parallelized as 

the receiver's clock samples the data center. 

SerDes can be categorized into various structures based on specific viewpoints. 

One such viewpoint is the presence or absence of a phase relationship and frequency 

difference between data and clock, which leads to four synchronization types: syn-

chronous, mesochronous, plesiochronous, which is addressed in this thesis, and asyn-

chronous [8] . Additionally, in the multiphase clocking regime, SerDes can be classi-

fied into full-rate, half-rate, quadrature, and other sub-rate structures, depending on 

the number of clock phases used for synchronization [9] – [10] . 

DESSER

PLL

 DRV  AFE

CDRREF CLK

TX DATA RX DATA
TX RX

1

2

3

4

1

2

3

41234

Fig. 2.1 The overall architecture of the typical SerDes 
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The clock architectures employed in SerDes significantly impact system perfor-

mance metrics such as eye height, jitter amount, bit error rate (BER), and jitter toler-

ance. Therefore, it is necessary to employ an appropriate clock architecture for each 

application based on its specific requirements. 
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2.2 Phase-Locked Loop 

 

2.2.1 PLL Fundamentals 

 

Fig. 2.2 illustrates the block diagram of a conventional PLL. The oscillator output 

clock signal is divided based on a predetermined division ratio and forwarded to the 

phase and frequency detector (PFD). The input clock signal is compared to an on-chip 

or off-chip reference clock in terms of phase and frequency. The phase or frequency 

error information is fed to the loop filter (LF), which modulates the oscillator fre-

quency, constituting a negative feedback loop to generate the clock at the desired fre-

quency. The output frequency is fout=N∙fref in a steady state, where N and fref represent 

the division ratio and reference clock frequency, respectively. In the case of integer 

PLL, the division ratio is an integer N, whereas, in the case of fractional PLL, it be-

comes a fraction N+α. The fractional division ratio enables the PLL to achieve a very 

fine resolution to meet stringent channel requirements in most 

 

PFD
REF

1/N

CLK

DLF

CP LPF

LF

Analog PLL
Digital PLL
Hybrid PLL

Fig. 2.2 The conventional PLL architecture 
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wireless applications [11] – [13] . However, it requires more complex hardware than 

an integer PLL and generates additional noise and spurious tones. These characteris-

tics are unsuitable for SerDes, which require strict timing margins, but some require 

fractional PLLs, such as spread spectrum clocking. Nevertheless, the scope of this 

dissertation includes only integer PLL 

PLL can be classified into three types, and the LF structure in a PLL depends on 

the type of PLL. In an analog PLL, the LF is implemented as a passive element con-

sisting of a resistor and capacitor combination. In this case, the LF is preceded by the 

charge pump (CP). Fig. 2.3 shows the LF of a conventional analog PLL. This PLL is 

based on a 3rd-order type-2 architecture. The resistor in the LF functions as a propor-

tional path, while the capacitor connected in series to the resistor serves as an integral 

path. Furthermore, a capacitor connected in parallel is used to suppress the ripple 

caused by the UP/DN current of the CP. The CP adjusts the frequency of the voltage-

controlled oscillator (VCO) by charging or discharging the LF based on the 

 

CTRL

UP

DN

LF

CP

Proportional path

Integral path

Fig. 2.3 Charge pump and loop filter in the analog PLL 
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UP/DN signals from the PD.  

On the other hand, in a digital PLL, the resistor and capacitor paths are established 

using a digital loop filter (DLF) [14] . Additionally, a digitally-controlled oscillator 

(DCO) is used as the oscillator in DPLLs, which was first introduced by Westlake in 

1960 [15] . A delta-sigma modulator (DSM, ∆Σ) is commonly employed between the 

DLF and DCO to effectively suppress the quantization noise of the DCO, dithering 

the digital control word. The structure of a conventional DLF is presented in Fig. 2.4. 

Kα represents the gain of the proportional path, and the gain of the integral path is 

represented by Kβ. Additionally, an accumulator (ACC) is employed in the integral 

path of the DLF. The DLF computes the phase and frequency error by processing the 

UP/DN signals from the PD (PFD). Then, the computed error is transmitted to the 

DSM for further processing. Finally, the LF of a hybrid PLL combines the LF of an-

alog and digital PLL structures. This thesis focuses on the digital PLL. 

DPLLs employ two types of PDs commonly: Bang-Bang PD (BBPD) and time-to-

digital converter (TDC). Fig. 2.5 illustrates the implementation and output of the 

 

BBPD, where the phase error (ERR) produced is either 1 or -1 depending on the phase 

Kꞵ 

Kꭤ 

ACC.

Δ  UP/DN CTRL

Proportional path

Integral path

ERR

LF

Fig. 2.4 Loop filter and delta sigma modulator in the digital PLL 
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difference (∆t) between the reference clock and the divided oscillator clock. The struc-

ture of the TDC and its phase difference output can be observed in Fig. 2.6. In 2004, 

Staszewski [16] introduced a TDC to replace analog PFDs in all-digital PLLs 

(ADPLLs), which effectively reduced quantization error and resulted in low jitter per-

formance. Fig. 2.6 shows how the TDC operates by sampling the reference clock that 

has been delayed by each inverter stage using the divided oscillator clock. When the 

phases of the reference clock and the divided oscillator clock delay by each inverter 

stage, the output of the TDC increments by 1 bit, represented in the thermometer code. 

 

 

 

 

  

REF

DIV

ERR

BBPD ERR

Δt (=REF-DIV)

+1

-1

Fig. 2.5 The BBPD implementation and its output 

D Q D Q D Q D Q

REF

DIV

Q[0] Q[1] Q[n-2] Q[n-1]

Q[n-1:0]

Δt (=REF-DIV)

00...001
00...011

01...111
11...111

Fig. 2.6 The time-to-digital converter implementation and its output 
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2.2.2 Types of Oscillators 

 

There are two main types of oscillators: Ring Oscillators (RO) and LC Oscilla-

tors (LCO). ROs consist of using a sequence of inverter delay cells that are con-

nected in a cascaded way and are phase-shifted by 180 degrees via negative feed-

back satisfying Barkhausen's criteria. Fig. 2.7 shows the conventional RO structure. 

The oscillation frequency of RO can be expressed as 1/(𝑁 ∙ 𝑇𝐷), where N is the 

number of stages, and TD is the propagation time of delay cells. The load capacitance 

is determined by the product of the inverter width (W) and length (L), which is in-

versely proportional to the oscillation frequency. On the other hand, the driving 

strength is determined by W/L, which is directly proportional to the oscillation fre-

quency. Thus, the oscillation frequency is independent of the inverter width, while 

the frequency is quadratically increased by reducing the inverter length. However, 

increasing the inverter width reduces flicker noise and improves phase noise (PN) at 

the cost of higher power consumption. The common techniques for controlling the 

frequency of the RO are as follows: adjustment of the supply voltage [18] , or regu-

lation of the inverter current [19] . 

 

W/L W/L W/L W/L

Fig. 2.7 Schematic of and inverter-based ring oscillator 
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LCO is a resonant circuit composed of passive elements. Fig. 2.8 illustrates the 

schematics of two conventional LC oscillators. The frequency of LCO is determined 

by the inductance (L) and capacitance (C) as 1/√𝐿𝐶. However, due to the difficulty 

in controlling inductance, the frequency is primarily determined by adjusting capaci-

tance. The quality factor (Q-factor) of an inductor is defined as 𝐿 ∙ 𝜔/𝑅𝑠, which is 

inversely dependent on series inductance, Rs, determining gain and oscillation. For 

oscillation, NMOS-LCO satisfies a condition as 𝑅𝑝 −
2

𝑔𝑚
≥ 0, where Rp denotes the 

equivalent parallel resistance of the inductor, 𝑅𝑝 ≈
𝐿2∙𝜔2

𝑅𝑠
≈ 𝑄2 ∙ 𝑅𝑠 [20] . In the 

case of NMOS-based LCO, as shown in Fig. 2.8(a), the output swing oscillates at 

the dc level of VDD, which is the supply voltage, whereas in the case of CMOS-based 

LCO, as shown in Fig. 2.8(b), it oscillates at the dc level of VDD/2. As the swing of 

L

C
L

C

(a)     (b) 

Fig. 2.8 Schematic of LC oscillator with (a) NMOS-based negative resistance and (b) CMOS-

based negative resistance 
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NMOS-LCO is twice that of CMOS-LCO, PN is improved by 6dB. However, this 

improvement comes at the expense of quadrupled power consumption [21] . Addi-

tionally, since NMOS-LCO oscillates at the dc level of VDD, there is a reliability is-

sue, and therefore, a thick gate element is used, increasing parasitic capacitance that 

limits the tuning range. In contrast, CMOS-LCO offers a wider tuning range by uti-

lizing a thin gate element, and reducing parasitic capacitance thereby. 
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2.2.3 Challenges of Oscillators 

 

RO and LO possess certain advantages and disadvantages. RO provides a wide 

frequency tuning range (FTR) and facilitates multi-phase generation. Furthermore, 

RO is implemented in a small area without requiring passive devices. However, they 

are vulnerable to supply noise and have inferior PN performance compared to LC 

oscillators. 

On the other hand, LCO utilizes the resonance of passive components, rendering 

them resilient to supply noise and exhibiting superior PN performance. Neverthe-

less, their reliance on passive components restricts their area, limiting their tuning 

range. Additionally, it is challenging to generate multiple phases using LC oscilla-

tors. 

This paper concentrates on LCO that possesses a wide FTR while being imple-

mented in small area, overcoming the limitations of area and tuning range. 

 

Ring Oscillator LC Oscillator

Pros

J 

Wide tuning range

Multi-phase generation

Small area

Supply insensitve

Superior phase noise

Cons

L 

Supply sensitive  

Inferior phase noise

Small tuning range

Large area

Limited phase generation

Table I Comparison between Ring oscillator and LC oscillator 
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2.3 Clock and Data Recovery 

 

2.3.1 Receiver Fundamentals 

 

The receiver, based on the plesiochronous clocking architecture as shown in Fig. 

2.9, is absent a dedicated clock channel in the transceiver. Instead of a clock forward-

ing system, the receiver employs a reference clock to generate the sampling clock. 

However, since the reference clocks in the transmitter and the receiver cannot be per-

fectly synchronized, a frequency difference between the received data and the sam-

pling clock of the receiver arises, which necessitates a CDR. 

Fig. 2.9 illustrates the conventional receiver structure. The equalizer, such as con-

tinuous time linear equalizer (CTLE) and DFE, compensates for the channel loss to 

remove inter-symbol interference (ISI), which allows for accurate sampling of incom-

ing serialized data without errors. The CDR is required to recover the clock signal for 

synchronization operations such as retiming or deserializing data. The CDR achieves 

this objective by receiving a reference clock or by extracting the clock signal from the 

transmitted data. 

  

RX Input

CTLE

VCM

DES
RX Output

DFE

CDR

Fig. 2.9 The conventional receiver architecture 
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2.3.2 Types of CDR 

 

CDR is categorized into two types: reference CDR and reference-less CDR. The 

conventional block diagrams of these two types are presented in Fig. 2.10 and Fig. 

2.11, respectively. Further, the reference CDR is classified into PLL-based CDR and 

PI-based CDR. The PLL-based CDR comprises two tracking loops, as illustrated in 

Fig. 2.10 (a). The first loop receives a reference clock, similar to a conventional PLL, 

and coarsely tracks the frequency. The second loop tracks the phase finely through 

the output clock and data through the PD, with the clock frequency adjusted by the 

first loop. Because two loops employ the identical oscillator sharing the frequency 

control voltage, the mismatch between the two oscillators causes inadequate fre-

quency, which degrades the CDR performance. 

On the other hand, the PI-based CDR, as shown in Fig. 2.10 (b), recovers the clock 

utilizing a high-speed reference clock. First, the I/Q generator receives the reference 

clock and outputs the multi-phase clock to the phase interpolator (PI). Then, the opti-

mal clock is achieved through the phase tracking loop by processing the data and out-

put clock signal from the PI. Although, compared to the PLL-based CDR, PI-based 

CDR requires only one tracking loop, reducing circuit complexity and power con-

sumption, it necessitates a high-speed clock signal and more pins increasing the hard-

ware cost.  

As shown in Fig. 2.11, the CDR consists of a single loop and operates without a ref-

erence clock, resulting in a reduction of the required number of pins. Nonetheless, 

an additional technique for frequency acquisition is necessary alongside the existing 

phase detector to achieve clock recovery without a reference clock. To ensure that 
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Fig. 2.10 Block diagram of reference CDR architecture: (a) PLL-based CDR and (b) PI-based 

CDR 

(a) 

Phase 

Detector
CP + LF

Phase & 

Frequency 

Detector

CP + LF

DATA

Ref Clock

Recovered

Clock

Fine

Tuning

Coarse Tuning

VCO

VCO

DIV

Phase Tracking Loop
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clock recovery occurs within the oscillator's frequency range, the system requires a 

wide capture range performance capable of tracking frequencies at various data 

rates. 

 

 

 

  

Fig. 2.11 Block diagram of the reference-less CDR structure 
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2.3.3 Types of PD 

 

Conventionally, the types of PDs used in CDR can be classified into over-

sampling PDs and Baud-rate PDs, based on the number of samplings per data. Fig. 

2.12 illustrates two commonly used methods, the 2x oversampling and Baud-rate 

type. In the 2x oversampling method, edge sampling clocks are necessary, in con-

trast to the Baud-rate structure, which samples data only once. Although twice as 

many clock phases are required for the additional sampling of data edges, increasing 

the hardware complexity and power consumption, 2x oversampling obtains more in-

formation on frequency and phase errors, facilitating better frequency and phase 

tracking. 

Two commonly used 2x oversampling PDs are linear PD and binary PD. The 

Hogge PD [22] is an example of a linear PD, and its structure and output are shown 

in Fig. 2.13. The linear PD generates an output voltage that is proportional to the  

 
Fig. 2.12 Comparison between 2x oversampling PD and Baud-rate PD 

<2x oversampling PD>

E[n]D[n] D[n+1]
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E[n]D[n] D[n+1]
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DATA

CLKB

CLK

<Baud-rate PD>

DATA

CLK
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phase error, and it comprises two D flip-flops (DFFs) and two XOR logic gates. The 

Hogge PD outputs a reference pulse (REF) with a constant pulse width and an error 

pulse (ERR) with a pulse width that is proportional to the phase error (ERR). If the 

clock is early than the data edge, the pulse width of ERR is less than that of REF, 

and vice versa if the clock is late. 

Fig. 2.14 illustrates the structure and gain curve of the Alexander PD [23] , which 

is an example of a binary PD. Contrary to the linear PD, the binary PD displays the 

polarity of the phase error, as shown in its gain curve. The Alexander PD consists of 

four DFFs and two XOR gates. By detecting the transition of the four DFFs as phase 

error, the Alexander PD is implemented in a more straightforward and power-

Fig. 2.13 Hogge phase detector and its gain curve 

D Q D Q
DATA

CLK

ERR

REF

ERR - REF

Phase Error

Fig. 2.14 Alexander phase detector and its gain curve 
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efficient design than the linear PD. Since The clock signal in Hogge PD and Alexan-

der PD means the edge sampling clock phase, the phase error is the difference be-

tween the clock and data edge. 

The Baud-rate PD necessitates only one sampling clock per data, which reduces 

the number of clock phases compared to the 2x oversampling PD. This reduction de-

creases the cost of clock generation and distribution and can significantly reduce 

power consumption in clocking. Fig. 2.15 illustrates the operating principle and 

structure of Mueller-Müller PD (MMPD)[24] , a representative example of a Baud-

rate PD. MMPD achieves locking at the point where h(𝜏𝑘 − 𝑇) = ℎ(𝜏𝑘 + 𝑇), 

where h denotes the single-bit response (SBR), τk is the sampling time, and T repre-

sents one data period. If h(𝜏𝑘 − 𝑇) < ℎ(𝜏𝑘 + 𝑇), the clock is early, and if 

h(𝜏𝑘 − 𝑇) > ℎ(𝜏𝑘 + 𝑇), it is considered late. Despite a Baud-rate structure, MMPD 

implementation requires significant hardware complexity. Thus, for simplicity, sign-

sign MMPD (SS-MMPD) using two binary samples is widely employed [25] -[27] . 

 

  

t

h(t)

h(ꞇk-T) h(ꞇk) h(ꞇk+T)

Lock: h(ꞇk-T) = h(ꞇk+T)

Early: h(ꞇk-T) < h(ꞇk+T)

Late: h(ꞇk-T) > h(ꞇk+T)

PD Output
T

DATA

CLK

Fig. 2.15 Baud-rate Müeller-Müller phase detector and its block diagram 



Chapter 3. Fast Locking Wide Tuning Range DPLL-based Clock Driver                  23 

 

  

Fast Locking Wide Tuning Range 

DPLL-based Clock Driver 

 

 

 

 

 

3.1 Overview 

 

Owing to the jitter-filtering nature, a PLL often plays as a clock driver in memory 

systems, filtering out high-frequency noise present in the overall clock distribution 

path. For LC oscillators, a parallel multi-core topology enhances the output PN but 

still suffers from a narrow FTR. To overcome this, [28] – [29] employ a mode switch-

ing, but the negligible equivalent inductance in the odd mode requires excessively 

large capacitance for low-frequency oscillation. While the coupling method in [30] 

also gives a wide FTR, the achievable area efficiency is limited due to the spiral in-

ductor structure. In a DPLL, a wide-range TDC achieves fast frequency acquisition 

but at the expense of a larger area and power. Although gear-shifting [31] – [33] or 

digital frequency-error recovery [34] may reduce the lock time without much hard- 
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Fig. 3.1 Overall characteristic: (a) Wide frequency tuning range LC oscillator, (b) Fast fre-

quency acquisition, and (c) RJ-reduction clock driver 
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-ware overhead, an effective method for a wide FTR still remains to be sought. 

This work presents a DPLL-based input-jitter-filtering clock driver that achieves 

0.99 µs lock time and 133% FTR. Fig. 3.1 shows the overall scheme of the presented 

clock driver. By using three different modes, the implemented LC oscillator provides 

an extensive FTR. One standalone LC tank covers the first frequency band (mode1), 

while two other LC tanks together cover the second and third frequency bands (mode2, 

mode3), which are mode-switched by conjugating the magnetic coupling thereof. Fur-

thermore, the presented DPLL incorporates an FFT-based frequency acquisition tech-

nique, achieving fast frequency lock over a wide FTR. Compared to conventional 

DPLL, which corporates the TDC, proposed DPLL reduces the lock time significantly 

by adjusting a frequency control word (FCW) to the near target point. And the pro-

posed DPLL serves as a clock driver. As a clock driver, it reduces high-frequency 

noise components such as random jitter (RJ), which is caused in a buffer stage. 
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3.2 Wide Tuning Range LC Resonator 

 

3.2.1 Compact 8-shaped Inductor 

 

Fig. 3.2 illustrates the implemented LC tanks. The inductor L0, drawn with the top 

metal, covers mode1. Meanwhile, the two magnetically coupled inductors, L1 and L2, 

are placed under L0, with a symmetric layout. This transformer-based magnetic cou-

pling offers not only a wide FTR but also an adequate equivalent inductance, being 

suitable for supporting low-frequency oscillation. To minimize the interference be-

tween L0 and L1/L2, each inductor adopts the 8-shaped structure.  

Compared to the conventional octagonal inductor design, the 8-shaped inductor  

 

L0

L1 L2

M11 (L0) M10 (L1) M10 (L2) M9 (L1) M9 (L2)

ENB
-GM

-G
M

-G
M

SW

SW

Fig. 3.2 8-shaped inductor employed for proposed LC oscillator  
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exhibits a lower Q-factor due to its higher resistance to inductance. Despite the lower 

Q-factor of the 8-shaped inductor compared to the octagonal inductor, it offers a sig-

nificant advantage when utilized in a stack because of its unique structure that mini-

mizes interference. Fig. 3.3 presents a comparison of the impedance response between 

an inductor with a conventional octagonal design and one with an 8-shaped design 

when stacked. When conventional octagonal inductors are stacked as Fig. 3.3 (a), the 

coupling factor between inductors is significant, resulting in a high peak value at other 

(a) 

Coupled Tank w/ Octagonal Inductor : Large Coupling

ω 

|Z|

ω1 ω2 

|Z|

ω1 ω2 ω 

-G
M
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Z1

Coupled Tank w/ 8-Shaped Inductor: Small Coupling

|Z|

ω1 ω2 ω ω 

|Z|

ω1 ω2 

-G
M

-GM
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Z1

(b) 

Fig. 3.3 Impedance response of two LC tanks using stacked inductor: (a) Octagonal inductor 

and (b) 8-shaped inductor 
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resonant frequencies, making it challenging to maintain oscillation in steady-state and 

leading to PN degradation. 

However, the 8-shaped inductor has an upper and lower coil whose directions are 

opposite, causing the magnetic fields generated in opposite directions in the upper and 

lower inductors to cancel each other out. Consequently, when 8-shaped inductors are 

stacked as Fig. 3.3 (b), the coupling is minimal, and the impedance has a slight peak 

value at other resonant frequencies. This ensures that the two stacked inductors have 

little influence on each other, allowing for stable oscillation. 

Moreover, the stacked 8-shaped inductors generate a stable and high-performance 

clock signal when compared to existing octagonal inductors. Fig. 3.4 illustrates the Q-

factor when the 8-shaped inductor is alone and when arranged in a stacked structure 

with other inductors. Unlike the octagonal inductor, the coupling is small when the 8-

character structure is implemented in a multilayer structure, and the Q-factor is re-

duced accordingly. Moreover, the negative resistance implemented by a thin-oxide 
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CMOS differential pair reduces parasitic capacitance as compared to that of the 

NMOS-only design with thick-oxide devices.  
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3.2.2 Transformer-based Mode-Switching 

 

Proposed DCO is implemented with mode-switching to enhance FTR. Three 

modes are available as shown in Fig. 3.5. Mode1 covering the FTR from 0.82 GHz 

to 1.8 GHz is achieved by LC tank employing inductor L0, described in Fig. 3.2 and 

in Fig. 3.5 (a). In this mode, the active core with L0 using top metal is turned on 

while the other active cores are off. The effective inductance at mode0 is, Leq = L0.  

Mode2 and mode3 are implemented by the transformer-based inductor. In mode2 

and mode3, the active cores with L1 and L2 are activated, while the active core with 

L0 is decommissioned. Through the switches connecting two cores, mode2 and 

mode3 change. In mode2, the coupled magnetic fields are set to be in-phase, adding 

the mutual inductance, M, to the equivalent inductance, Leq. The switches intercon-

necting the two cores are in the deactivated state, leading to the emergence of a mag-

netic field oriented in the direction of magnetic field addition, as depicted in Fig. 3.5 

(b). The effective inductance at mode2 is, Leq = L1 + M. Mode2 achieves a fre-

quency range from 1.76 GHz to 2.88 GHz.  

In mode3, the magnetic fields are out-of-phase, canceling out each other, giving a 

lower value of Leq. In contrast to mode2, mode3 activates the switches that intercon-

nect the two cores, resulting in the flow of current in a direction that facilitates the 

cancellation of the magnetic fields. The resulted magnetic field is illustrated in Fig. 

3.5 (c). The effective inductance at mode3 is, Leq = L1 – M. By employing mode3, it 

becomes feasible to accomplish a frequency spectrum ranging from 2.52 GHz to 4.1 

GHz.  
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Fig. 3.5 Mode-switching in the proposed LC oscillator: (a) single core (mode1), (b) in-phase 

coupling (mode2), and (c) out-of-phase coupling (mode3) 
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L1 and L2 inductors are magnetically coupled to each other, whereby the 1 rota-

tion area of one inductor affects the magnetic field of the other. To reduce the inter-

ference of the self-induced magnetic field, the two-turn area of the inductors is im-

plemented to be half the size of the single-turn area. This results in the inductors 

having a distinctive 8-shaped design, which effectively cancels out the external mag-

netic field generated by the inductor, improving area efficiency. 
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3.3 FFT-based Fast Frequency Acquisition 

 

3.3.1 Fast-Fourier Transform 

 

The fundamental principle of Fourier analysis is that all functions are composed of 

an infinite number of sinusoidal waves. Specifically, our focus lies on discrete func-

tions of finite length. It is possible to represent the function as a sum of sine and cosine 

waves with different frequencies, and for any such function, xn, its frequencies can be 

entirely represented by another discrete function, Xk, with an equivalent number of 

samples. The discrete Fourier transform (DFT) is a widely used transformation tech-

nique employed to represent discrete signals in the frequency domain. The N-point 

DFT is established as 
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where Xk is the frequency domain, xn is the time domain of the sequence, and N de-

notes the number of samples in xn. WN
nk is the twiddle factor and is represented as  
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The FFT is an efficient algorithm for the computation of the DFT. Through the 

elimination of redundant calculations, FFT algorithms optimize the DFT. The FFT 
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algorithm, called the divide and conquer method, follows: The input is split into two 

halves, each half undergoes an FFT, and the results are combined to form the overall 

transform. Cooley and Tukey proposed the FFT algorithm to simplify the computa-

tional complexity of the DFT, specifically, from N2 to N/2∙log2(N/2) multiplications 

and from N∙(N-1) to N∙log2N additions [35] . We can rewrite (3.1) as follows: 
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Using the definition of WN, the following equation can be derived as, 
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With (3.3) and (3.4), we get 
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where Xk is the N-point DFT of xn. The N-point DFT can be divided into two N/2-

point DFTs as follows. 
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, 0 ( / 2) 1k N  − , (3.6) 

 

Equation (3.6) shows how a complete transform can be divided into two half-trans-

forms. The aforementioned process can be easily executed by iteratively employing 

the butterfly structure depicted in Fig. 3.7, from N-point FFT to 2-point FFT. This 

approach relies on the recursive use of the butterfly structure, which enables the sim-

plification of the overall process. 

 

Fig. 3.7 presents a diagram of the 32-point FFT structure utilized in the proposed 

DPLL. It can be observed that each stage of the FFT is based on a butterfly cell. The 

32-point FFT is decomposed into a 16-point FFT, which is further divided into an 8-

point FFT, and eventually a 2-point FFT. Notably, the G(k) and H(k), which are the 

16-point and 8-point FFTs respectively, can be expressed as follows: 

 

 

 

Fig. 3.6 Structure of the butterfly cell 

B

A

b

a

A = a + b

B = a - b
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where g1,n = xn + xn+16 , g2,n = xn - xn+16, h1,n = g1,n + g1,n+8, and h2,n = g1,n - g1,n+8. As 

(3.7) and (3.8), the 32-point FFT can be divided into 16-point FFTs and further 8-

point FFTs, and 2-point FFTs finally. In other words, a 32-point FFT can be easily 

implemented based on a 2-point FFT cell. 
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3.3.2 Proposed FFT-based Frequency Tuning 

 

 

Before delving into the explanation of the proposed FFT-based fast frequency 

calibration, a comparative analysis was conducted, considering three key aspects: 

hardware cost, frequency error, and lock time. Fig. 3.8 shows the comparison table 

between the conventional counter-based frequency acquisition and FFT-based 

frequency acquisition and its frequency acquisition time according to the integral gain 

of the DLF. The conventional counter-based method offers a straightforward 

implementation, whereas the adoption of the proposed FFT method may require a 

significant amount of hardware, depending on the number of FFT points. However, it 

is worth noting that the conventional counter-based method exhibits a larger 

frequency error compared to the proposed FFT-based approach. Consequently, the 

lock time, which denotes the time required to achieve frequency lock, becomes 

prolonged. In cases where the integral gain is small, as the Fig. 3.8 on the right, it is 

possible that the required lock time might not be satisfied in the conventional counter-

Lock 

time

Ki
-1

Conv. Counter-based

Prop. FFT-based

Target lock time

Failed

Fig. 3.8 Comparison between the conventional counter-based frequency acquisition and pro-

posed FFT-based frequency acquisition and its lock time depending on the integral gain 
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based method. 

Fig. 3.9 explains the proposed fast-frequency acquisition scheme. Upon 

initialization, the reference clock samples the divided oscillator clock, whose 

frequency is given from a certain frequency control word (FCWlin), feeding the output 

sequence to the 32-point FFT module. An adequate division ratio is employed for the 

FFT to satisfy the Nyquist theorem, thereby preventing aliasing. Although 32-point 

FFT does not require high hardware complexity, the raw frequency detection 

resolution obtained by choosing the dominant bin is insufficient for achieving a fast 

lock. To mitigate this, we utilize the fact that the profile of the sampled signal is known; 

given that it is always a rectangular pulse with a duty cycle of 50%, there exists a 

deterministic set of weight coefficients, wk, that relates the FFT output bins to the 

oscillator frequency. Using this, the coarse frequency calibration detects the oscillator 

frequency with a much higher effective resolution without significantly increasing the 

hardware overhead. Then, based on a linear model of the frequency tuning curve given 

from the simulation, the FCW is updated by  

 

16

cal lin lin

1

FCW =FCW  + (FCW + ) ( )k k

k

m w
=

   (3.9) 

 

where mk is the FFT output bin value. Here, α is a pre-defined constant that equalizes 

the full-range ratio of FCW to that of output frequency, i.e.,  

 

  

max max min(FCW + )/ /f f  = , (3.10) 
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validating the given FCW update for all input frequencies. Since the linearization 

precedes the calibration, the updated FCW is reverted to the one corresponding to the 

original mode before being applied to the oscillator. After the coarse FCW calibration 

by the FFT, the DLF performs fine-tuning through a 7-bit Vernier-delay-line-based 

TDC having a 2.5 ps resolution. Once the FFT tuning proceeds, the lock detector in 

the DLF disables the FFT and adjusts the frequency through the TDC loop until the 

unlock state is recognized. Overall, in comparison with the conventional TDC-DPLL 

suffering from an excessive hardware cost, the proposed DPLL with the FFT 

frequency calibration achieves fast frequency acquisition time, retaining good jitter 

performance. 

 

Fig. 3.10 shows the process of acquiring a 32-point FFT input. The input is obtained 

by sampling the clock, derived from dividing the oscillator by 8, as the reference clock. 

This division ratio of 8 was chosen to comply with the Nyquist theorem, while taking 

into account the minimum and maximum frequencies. The code at the reference clock 

frequency is referred to as FCWref, while the code at the current frequency of the 

Fig. 3.10 Procurement of the 32-point FFT input 
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oscillator is referred to as FCWin. The FCW value is determined based on the linear-

ized model of the implemented oscillator, and the difference between FCWref and 

FCWin is defined as the ∆FCW. 

Fig. 3.11 illustrates the FFT output as a function of the sampling frequency and 

input frequency. In Fig. 3.11 (a), when the input frequency is a multiple of k with 

respect to the sampling frequency divided by N, the output is shown in a skirt shape 

 

(a)        (b) 

Bin

M
a
g

n
it

u
d

e

k k+1k-1

fin =(fs/N)·k
M

a
g

n
it

u
d

e

k k+1k-1

(fs/N)·k < fin <(fs/N)·(k+1/2)

(c)     (d) 

Bin

M
a
g

n
it

u
d

e

k k+1k-1 k+2

fin =(fs/N)·(k+1/2)

Bin

M
a
g

n
it

u
d

e

k k+1k-1 k+2

(fs/N)·(k+1/2) < fin <(fs/N)·(k+1)

Fig. 3.11 The characteristic of the FFT output depending on the correlation between input 

frequency and sampling frequency 
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rather than a single peak value due to the input signal with a pulse shape rather than a 

sine wave. If the input frequency is greater than this, as shown in Fig. 3.11 (b), and 

less than (k+1/2) of the sampling frequency/N, the magnitude of the kth bin decreases 

while the magnitude of the (k+1)th bin increases. Fig. 3.11 (c) shows that when the 

input frequency is a multiple of (k+1/2) of the sampling frequency/N, the bin size of 

k and k+1 are the largest and output the same value. As the input frequency exceeds 

this and approaches the (k+1) multiple of the sampling frequency/N, the bin sizes of 

(k+1) and (k+2) increase while the bin size of k decreases. Thus, depending on the 

relationship between the input frequency and the sampling frequency, the bins tend to 

interpolate the two maximum values. By utilizing the interpolation characteristics of 

these bin values, the frequency can be calibrated by inferring the relationship between 

the current oscillator frequency and the input frequency using the FFT outputs. 

Fig. presents how to calculate the FFT tuning coefficient by using a formula (3.9). 

To get the desired coefficient, wk, we collect samples for the FFT output magnitudes 

using a ∆k value that's determined by dividing the ∆FCW by FCWin+α. By computing 

the inverse of the matrix shown in Fig. 3.12 using the collected values, we can obtain 

 

Δk: ΔFCW / (FCWin+α )

wk: FFT weight. coef.

mk: Square-rooted FFT magnitude

Δ1 

Δ2

Δ3

Δn

w1 

w2

w3

w16

m1,1 m1,2 m1,3 m1,16

m2,1 m2,2 m2,3 m2,16

m3,1 m3,2 m3,3 m3,16

mn,1 mn,2 mn,3 mn,16

FCWcal=FCWin+(FCWin+ꭤ)· (wk·mk)

Fig. 3.12 Matrix calculation to obtain the FFT tuning coefficient 
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the value of wk. This method allows for FFT-based fast-frequency acquisition. 
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3.4 Circuit Implementation 

 

Fig. 3.13 depicts the proposed DPLL-based clock driver, which features a TDC 

with FFT-based frequency acquisition and employs three mode-switching LC oscil-

lators to allow for a wide frequency tuning range. The system uses a shift register to 

obtain a 32-point FFT input and incorporates a lock detector in the DLF to enable 

FFT-based frequency tuning. The lock detector detects the lock state based on fre-

quency detector outputs such as up and down and decides whether to control the 

FCW using a conventional TDC-based proportional and integral path or an FFT ad-

justment. 

Moreover, the DLF contains the FCW computation logic that implements fre-

quency calibration by FFT. Before FCW computation, this logic converts the current 

FCW into an FCWin that fits the linearized model. The computation is then per-

formed using the FFT output, after which the FCWcal is converted back to the FCW 

of the original model. 

The binary to thermometer (B2T) receives a 10-bit binary code and outputs a 

32x32-bit thermometer code to the LC oscillator. In mode1 and mode2, two differ-

ent 32x32-bit thermometer codes are employed, while mode2 and mode3 share the 

same cap bank. Fig. 3.14 illustrates the implementation of the cap bank used in the 

LC oscillator. The cap digital to analog converter (DAC) operates using row 32-bit 

and column 32-bit inputs from digital logic. In thermometer-based operation, the 

even and odd rows are designed differently, and a cell is turned on/off based on a 1-

bit increase or decrease. 
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The employed TDC [36] is presented in Fig. 3.15. It is based on a 7-bit Vernier-

delay line structure and has a resolution of 2.5 ps as ts - tf, defined as the delay differ-

ence between the fast and slow paths. The capture range is determined as follows. 

 

3 ( ) 3 ( )f s s ft t Capture t t −    − . (3.11) 

 

To detect frequency outside of the capture range, PFD generates a down (dn) signal 

by sampling div<3> with ref<1> and an up signal by sampling ref<3> with div<1>. 

The implemented structure of the PFD is illustrated in Fig. 3.16. Within the capture 

range, the signals, ref, and div, up before the ref<1> or div<1> signal is activated. 

As a result, PUP and PDN are reset, which prevents the generation of PFD_UP and 

PFD_DN. 

  

Fig. 3.15 The time-to-digital converter structure 
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Fig. 3.16 Employed phase and frequency detector architecture 
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3.5 Measurement Results 

 

 

The proposed clock driver, fabricated in 40nm CMOS, generates a clock fre-

quency ranging from 0.82 GHz to 4.1 GHz (FTR=133%). As shown in chip photo-

graph in Fig. 3.17, the core size is 540 μm by 450 μm, and the total active area  

Fig. 3.17 Chip photograph of the proposed DPLL-based clock driver 
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Fig. 3.18 Phase noise of the free-runing LC oscillator at each mode 
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Fig. 3.19 PN and FoM and FoMT at each mode depending on the frequency 



Chapter 3. Fast Locking Wide Tuning Range DPLL-based Clock Driver                  52 

 

is 0.3 mm2. Implementing a 32-point FFT does not significantly increase hardware 

complexity. 

Fig. 3.18 and Fig. 3.19 present the measured phase noise of the free-running os-

cillator in the three modes, along with the corresponding FoM and FoMT at various 

frequencies. The phase noise varies from -118.5 dBc/Hz to -124.7 dBc/Hz at 1 MHz 

offset frequency, achieving FoM and FoMT ranging from 173.5 dBc/Hz to 181.5 

dBc/Hz and 196 dBc/Hz to 204 dBc/Hz, respectively.  

 

 

Fig. 3.20 Measured integrated RMS jitter w/ and w/o random jitter in the reference clock 
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Further, integrated root-mean-square (RMS) jitter is observed in Fig. 3.20. In the 

absence of a reference clock jitter (RJ), the RMS jitter integrated over a frequency 

range of 1 kHz to 30 MHz was measured to be 84.63 fs. However, in the presence of 

a 0.15 unit interval RJpeak-to-peak in the reference clock, the RMS jitter integrated over 

a wider frequency range of 1 kHz to 1 GHz was measured to be 561.7 fs. The plot in 

Fig. 3.20 shows that the phase noise of the reference signal reduces the high-fre-

quency noise component at the output of the PLL.  

Jitter reduction over the input jitter magnitude present in the reference is ob-

served in Fig. 3.21. Since RJ by clock buffering typically predominates in the high-

frequency region, the jitter reduction is evaluated by comparing the integrated RMS 

jitter from 1 kHz to 1 GHz. Overall, the proposed clock driver offers good nominal 

jitter performance and significant RJ reduction under a noisy reference clock. 
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Fig. 3.22 and Fig. 3.23 compare the proposed FFT-DPLL frequency-locking tran-

sients with the conventional TDC-DPLL when the frequency jumps from 3.82 GHz 

to 4 GHz and 3.82 GHz to 1 GHz. It is observed that the frequency acquisition time 

is significantly reduced regardless of the polarity and magnitude of the frequency 

jump. With a small frequency jump, the required time for the settlement is measured 

to be a few hundred nanoseconds. Even with a very large frequency jump from 3.82 

GHz to 1 GHz, the DPLL requires only 0.99 µs to settle again, while it takes 2.27 

ms without the proposed technique, verifying fast frequency acquisition. 
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Fig. 3.22 Frequency transient curve with the frequency from 3.82GHz to 4GHz 

Fig. 3.23 Frequency transient curve with the frequency from 3.82GHz to 1GHz 
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Table II summarizes the performance of the proposed clock driver and compares 

it with other complementary oscillators or fast-locking PLLs. Compared with the os-

cillators in [28] and [30] , the proposed oscillator achieves the widest FTR, showing 

an outstanding FoMT. In addition, the presented work exhibits the shortest frequency 

tracking time of 0.99 µs, notwithstanding a large frequency jump. Lastly, this work 

gives FoMRMS of -249.1dB, validating the outstanding jitter performance. 

 

 

  

Table II Comparison table and performance summary 

FTR [%]

Phase noise [dBc/Hz]

@ 1 MHz offset

Oscillator Description

133

-118.5 ~ -124.7

Dual-core

Triple-mode

1
FoM [dBc/Hz]

@ 1 MHz offset
173.5 ~ 181.5

2
FoMT [dB]

@ 1 MHz offset
196 ~ 204

Active Area [mm
2
] 0.243 / 0.3

1
FoM = |PN| + 20·log10(f0/Δf) - 10·log10(Power(mW))

2
FoMT = FoM + 20·log10(FTR/10)

 
  = Estimated from the literature

Oscillator Comparison

Technology 

Ref. Freq. [MHz]

Out. Freq. [GHz]

Locking time [µs]

PLL Architecture

Type

Locking Method

40nm

1000 ~ 4000

0.82 ~ 4.1

0.99

Integer-N

Aux. FFT

ADPLL

This workReference

RMS Jitter[fs] 84.63

Power [mW]
17.1

3
FoMRMS [dB] -249.1

Reference Spur [dBc] -63.1

PLL Comparison

Integration Bandwidth [Hz] 1k to 30M

4.3 ~ 11

PLL

OSC

65nm

52

3.7 ~ 4.1

5.6

Fractional-N

Aux. BBPDs

28nm

500

12.8 ~ 15.2

18.55

Fractional-N

Aux. BBPD

+ DFER

BBPLL BBPLL

28nm

216

22.5 ~ 27.7

45

Integer-N

Aux. BBPD

+ GS

BBPLL

ISSCC, 18 [31] JSSC, 20 [32]JSSC, 20 [30]

183 66.2220

5.28 19.825

-247.5 -250.6-239.2

N/A -80.1-65

1k to 30M 1k to 100M10k to 20M

N/A N/AN/A

0.5
 

0.03
 

0.017
 

10.2 17.120.7

N/A N/A-108.1

N/A N/A-183.8

N/A N/A-189.8

N/A N/A13.7

40nm

73.2

18.6 ~ 41.1

-108.5 ~ -100.3

Quad-core

Quad-mode

65nm

89.6

8.2 ~ 21.5

-100 ~ -109
 

Dual-core

Quad-mode

JSSC, 21 [28]CICC, 21 [26]

181.4 ~ 184.4177 ~ 181
 

N/AN/A

198.7 ~ 201.7196 ~ 201
 

0.080.4

3
FoMRMS = 10·log[(Power/1mW)·(RMS jitter/1s)

2
]

N/AN/A

N/AN/A

N/AN/A

N/AN/A

N/AN/A

N/AN/A

N/AN/A

N/AN/A

N/AN/A

9 ~ 154 ~ 6
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Reference-less Baud-rate CDR with 

Stochastic Phase and Frequency De-

tector 

 

 

 

 

 

4.1 Overview 

 

As the data rate increases in the wireline system, CDR accounts for a significant 

portion of the total power consumption. The commonly employed 2x oversampling 

CDR samples the data more than once per unit interval (UI), necessitating the gener-

ation of a data sampling clock and edge sampling clock [37] – [38] . Fig. 4.1 presents 

the comparison between the 2x oversampling mechanism and the proposed Baud-rate 

technique. In the 2x oversampling CDR, the data are sampled on the data clock phase 

(D[n]) and edge clock phase (E[n]). The phase and frequency errors are determined 

through D[n] and E[n]. This structure requires a double clock phase and more  
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sophisticated phase error correction, resulting in large power consumption and fre-

quency limitation. 

On the other hand, Baud-rate CDR utilizes only a data sampling clock, thereby 

reducing the number of samplers and the complexity of clock distribution to achieve 

power-efficient receivers [39] – [44] . The proposed Baud-rate CDR presented in Fig. 

4.1 obtains edge data, in contrast to the conventional Baud-rate architecture, which 

achieves the Baud-rate architecture solely through a data sampling clock without edge 

data sampling clocks. An integrator is adopted to obtain edge samples through phase 

error without an additional sampling clock. In contrast to [42] , phase errors in the 

proposed CDR are determined by integrating the data once per UI, as depicted in Fig. 

4.2. Fig. 4.3 shows the phase error decision. The phase error is determined, whether 

early or late, depending on the data D[n] and D[n+1], as well as the integrated value. 

Also, the proposed CDR is based on reference-less architecture. It is implemented 

without an external reference clock, which entails a jitter-free clock and an additional 

IN

CLKB

CLK

E[n]D[n] D[n+1]

IN

CLK

D[n] D[n+1]

<2x oversampling CDR> <Proposed Baud-rate CDR>

E[n]

Fig. 4.1 Sampling type comparison between 2x oversampling CDR and proposed Baud-rate 

CDR 
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pin. Reference-less CDR demands additional frequency detection schemes to extract 

phase and frequency error information from the input data [39] . Furthermore, refer-

ence-less designs constrain the wide-range frequency acquisition. To extend the fre-

quency capture range, many reference-less CDRs necessitate extra frequency detec-

tors (FD) or digital logic, increasing circuit complexity [37] – [42] . 

This paper proposes a Baud-rate reference-less CDR architecture to address these 

drawbacks, enabling stochastic phase and frequency detection [37] . In [44] , an extra 

sampler with a distinct threshold voltage level is employed to achieve Baud-rate phase 

DATA

CLK

EARLY Aligned

<Phase Error Detection ( fIN = fCLK)>

LATE

Fig. 4.2 Proposed Phase detection mechanism 

INT E[n]

1 Early

1 Late

D[n+1]D[n]

1 -1

-1 1

-1 Late

-1 Early

Fig. 4.3 Phase error decision table 
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detection in the PAM-4 signaling. As a result, the proposed CDR achieves Baud-rate 

structure-based PAM-4 signaling CDR utilizing a stochastic pattern distribution. 

However, the CDR architecture in [44] is only capable of phase detection and thus 

requires a reference clock for its implementation rather than being a reference-less 

structure. While this approach represents a notable advancement, it has limitations 

regarding clock recovery from data without a reference clock. In the proposed CDR, 

the probability histogram of sequential data patterns is obtained to get optimal weights 

for phase and frequency detection facilitating a wide range of frequency acquisition. 

The remainder of this paper is organized as follows. Section Ⅱ describes the pro-

posed integrator-based stochastic PFD implementation with the behavior of the inte-

grator and the simulation demonstrating extensive range frequency acquisitions. In 

Section Ⅲ, the proposed receiver implementation is presented in detail. The measure-

ment results of the proposed Baud-rate CDR are shown in Section Ⅳ. Finally, Section 

Ⅴ concludes and summarizes this paper. 
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4.2 Stochastic Baud-rate Phase and Fre-

quency Detection 

 

4.2.1 Integrator-based Baud-rate Edge Detec-

tion Techniques 

 

The integrator structure is depicted in Fig. 4.4. Differential input data is integrated 

into a capacitor based on the clock phase, from which phase errors are derived. Fig. 

4.4 shows the implemented integrator architecture for zero-phase data. As the pro-

posed CDR operates with a quadrature architecture, a total of four integrators are ex-

ploited. Fig. 4.5 illustrates the simulation results of the integrator’s transient behavior.  

The integrator operates in four different states: INTEGRATION, HOLD, DECISION, 

and RESET. During INTEGRATION state, the input data is integrated  

 

Integrator

INP INM

CLK0

CLK0

OUTM

OUTP

CLK0, 90, 270

CLK270

CLK90

Fig. 4.4 The structure of the exploited integrator 
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into the capacitor. This integration occurs at CLK0. Subsequently, the integrated data 

is held in the HOLD state at CLK90. The DECISION state, which occurs at CLK180, 

determines the phase error. Finally, the capacitors are pre-charged during the RESET 

state at CLK270, enabling to integrate the following input data. As a result, the phase 

errors meaning edge data are generated without an edge sampling clock, achieving the 

Baud-rate architecture. 

 

When implementing an integrator, two essential considerations need to be taken into 

account. The first consideration is determining the amount of charge during the inte-

gration and decision states, and the second consideration is deciding the amount of 
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Fig. 4.5 The simulation of the integrator 
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charge required for pre-charge during the reset state. During the integration state 

(T/4), the voltage of the subsequent sampler is determined by the charge / discharge 

from the capacitor. The maximum current required for integration is determined by 

the condition that the integrated voltage in the common mode is greater than the 

sampler input threshold voltage. This condition can be expressed as follows. 

 

( )
dV

i t C
dt

=   (4.1) 

DDCM th

DD th

V V V

V V

1
( ) ( )
2 4

8

I T

C

I T

C

= −   


= − 

 (4.2) 

 

Subsequently, to satisfy the pre-charge condition during the reset state, the time to 

pre-charge needs to be less than T/4 as follows.  

 

4
DD

P

C T
t V

I
=    (4.3) 

 

This ensures the capacitor is fully charged before the following integration process 

begins. 
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4.2.2 Methodology of the Stochastic Phase and 

Frequency Detection  

 

The concept of the proposed stochastic PFD is to establish robust frequency detec-

tion in a straightforward way [37] and [45] . Based on [37] and [45] , the pattern 

histogram can be formulated through the sequential pattern (N) consisting of two data 

samples and one edge sample, ranging from 000 to 111, as shown in Fig. 4.6. FDIFF is 

defined as 

 

data clk
DIFF

clk

F
f f

f

−
=  (4.4) 

 

where fdata is the Nyquist frequency of the data and fclk is the clock frequency. Similar 

to FDIFF, the PDIFF is defined as the phase deviation from the data center. As shown in 

Fig. 4.7 and Table III, the probabilities of each pattern corresponding to the phase and  

 

IN

CLK

D[n] D[n+1]E[n] E[n+1] D[n+2]

Pattern (N): 0 (000) ~ 7 (111)

Fig. 4.6 Pattern acquisition in the proposed Baud-rate CDR 
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frequency difference, PDIFF and FDIFF, can be obtained. Fig. 4.7(a) presents the proba-

bility distribution of each pattern concerning the phase difference, while Fig. 4.7(b) 

illustrates the probability distribution of each pattern based on the frequency differ-

ence. Table III(a) lists the instances when the phase and frequency are in the early 

state, while Table III(b) outlines the occurrences when the phase and frequency
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are in the late state. Based on the probabilities of PDIFF and FDIFF, the weights of each 

pattern, meaning the difference between late and early, are determined. The weight 

for each pattern is calculated as  

 

W P(L | N) P(E | N)N = −  (4.5) 

 

0(000) 1(001) 2(010) 3(011) 4(100) 5(101) 6(110) 7(111)Pattern

0.244 0 0 0.252 0.252 0 0 0.252

P(N|L)

0.244 0 0 0.252 0.252 0 0 0.252

0.244 0 0 0.252 0.252 0 0 0.252

+0.1

+0.2

+0.3

0.206 0.126 0.038 0.125 0.126 0.038 0.126 0.215

0.17 0.126 0.075 0.126 0.126 0.075 0.126 0.176

0.135 0.126 0.109 0.126 0.126 0.11 0.126 0.142

PDIFF

(UI)

+30

+60

+90

FDIFF

(%)

(b) 

0(000) 1(001) 2(010) 3(011) 4(100) 5(101) 6(110) 7(111)Pattern

0.244 0.252 0 0 0 0 0.252 0.252

P(N|E)

0.244 0.252 0 0 0 0 0.252 0.252

0.244 0.252 0 0 0 0 0.252 0.252

0.322 0.089 0 0.089 0.089 0 0.089 0.322

0.40 0.05 0 0.05 0.05 0 0.05 0.40

0.47 0.01 0 0.016 0.016 0 0.01 0.478

-0.1

-0.2

-0.3

PDIFF

(UI)

-30

-60

-90

FDIFF

(%)

(a) 

Table III The pattern probability table when phase or frequency is (a) early and (b) late 
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where P(L|N) and P(E|N) are the conditional probabilities of late and early, assuming 

the pattern is N. Also, the conditional probabilities can be re-defined based on Bayes’ 

theorem, which explains the correlation between the given event and its prior event, 

as 

 

P(N| L(or E)) P(L(or E))
P(L(or E) | N)

P(N)


=  (4.6) 

 

where P(N|L(or E)) is the probability of the pattern, assuming the condition is late 

(early). Based on (4.5) and (4.6), the weight for each pattern (WN) can be established 

as follows. 

 

P(N | L) P(L) P(N | E) P(E)
W

P(N)

P(N | L) P(L) P(N | E) P(E)

P(N | L) P(L) P(N | E) P(E)

P(N | L) P(N | E)
.

P(N | L) P(N | E)

N

 − 
=

 − 
=

 + 

−
=

+

 
(4.7) 

 

Based on equation (4.7), the weight gain curve can be drawn as Fig. 4.9. The phase 

and frequency detection gain curves are obtained by applying the calculated weights. 

The value of the gain curves is computed by the weighted sum of the probabilities as 

follows. 
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7

0

7

N

0

Gain P(L) P(E)

P(L|N) P(N) P(E|N) P(N)

W P(N)

N

N

=

=

 − 

= 

= −

=



 

(4.8) 

 

where WN and P(N) are the weight and probability for the pattern N. Using equation 

(4.8), the phase detection gain curve with PDIFF varied from -0.5 UI to +0.5UI is ob-

tained. The resulting gain curve is shown in Fig. 4.9. Since applied weight implies 

the phase information, phase detection can be achieved using the weight obtained 

from the weight gain curve, but frequency detection is failed.  

To obtain the weight according to the frequency difference, Equation (4.7) is 

used as the weight obtained according to the phase difference, and the resulting 

weight gain curve is shown in Fig. 4.11. With (4.8), the frequency detection gain 

curve with FDIFF varied from -90% to 150% is obtained as Fig. 4.11. Since employed 

weight is also computed based on the frequency difference histogram, it contains 

only frequency information. As a result, only frequency detection is achieved, and 

phase detection is failed. 

Under circumstances of multiple phase and frequency differences, the weights 

obtained through PDIFF and FDIFF enable independent phase and frequency detection. 

However, it is not possible to achieve phase detection and frequency detection sim-

ultaneously. The weights for N =1 and N = 6 in Fig. 4.9 and Fig. 4.11 demonstrate 

the impossibility of concurrently achieving both phase and frequency detection in all 

cases. The weights for two patterns indicate opposing tendencies, and this incon-

sistency accounts for the discrepancy. Consequently, separate weights cannot be 
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utilized to accomplish both phase and frequency detection simultaneously. 

To achieve both phase and frequency detection, it is necessary to obtain a weight 

that considers both phase error and frequency error information. This can be 

achieved by combining the weights of each pattern extracted from multiple PDIFFs 

and FDIFFs. Fig. 4.12 illustrates the weights determined through the correlation of  
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the weights obtained from the phase difference and frequency difference; Fig. 4.13 

then presents the associated phase and frequency gain curves when the derived 

weights are applied to the integrator-based proposed CDR architecture. Fig. 4.12 

represents the weight curves for each pattern, showing their convergence as the fre-

quency difference increases. We determined the weight value for each pattern and 

presented them in the table at the bottom of Fig. 4.12. The phase gain curve is 
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depicted for phase deviation ranging from -0.5 UI to +0.5UI, and the frequency gain 

curve for frequency differences ranging from -90% to +150%. By employing a 

Baud-rate architecture, the proposed CDR can reduce the overhead in 2x over-

sampling CDR of twice-clock phases and its distribution, achieving frequency ac-

quisition with the data rate from 14 to 28 Gb/s. 
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Fig. 4.13 Phase and frequency gain curve when the determined weight is applied to the pro-

posed Baud-rate phase and frequency detector 
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To evaluate the performance of the CDR system under the influence of data 

transmission through a lossy channel, we considered the susceptibility of the integra-

tor to ISI. Fig. 4.14 presents the phase and frequency detection gain curves of the 

proposed PFD when the input passes through a lossy channel and the data with ISI 

has sufficient equalization or not. Same weights were maintained as before and com-

pared two cases: one where sufficient equalization was achieved and another where 

it was not. For our experimentation, we utilized a channel with a loss of 7dB at the 

Nyquist frequency. A comparative analysis was conducted with and without the im-

plementation of an equalizer. Due to the integrator's vulnerability to ISI, failure to 

adequately compensate for channel loss results in suboptimal phase locking and 

even the failure of frequency detection. Conversely, when channel loss is effectively 

compensated, it is evident that the phase achieves optimal locking, and frequency 

detection becomes feasible. 
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Fig. 4.14 Phase and frequency gain curve of the proposed PFD with the input data passed 

through lossy channel and an equalization. 
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4.3 Circuit Implementation 

 

Fig. 4.15 represents the overall block diagram of the proposed Baud-rate CDR. 

The CDR configures a quarter-rate architecture. It consists of a synthesizable digital 

logic (SDL) with a pattern detector, a thermometer-based DCO, de-serializers (DES), 

a BBPD, and an analog front-end (AFE). 

The AFE corporates 50-ohm termination, a CTLE, 4 integrators, and 8 samplers. 

The CLTE output is sampled by the 4 data samplers and integrated into the capacitors 

in the integrators simultaneously. Since the proposed CDR is based on the quarter-

rate architecture, the 4-phase clock signals are employed in AFE, which are generated 

from DCO. The four-stage ring structure with a digitally controlled resistor is em-

ployed for DCO, generating multi-phase clock signals. Integrated data are sampled by 

following samplers forming phase error. Sampled data and phase errors are 1:8 dese-

rialized through 1:8 DES and proceed into the SDL. 

The SDL comprises a pattern detector, weight multiplier, lock detector, DLF, and 

binary-to-thermometer converter (B2T). The pattern detector recognizes each pattern 

within the deserialized data, specifically those ranging from 000 to 111. The weight 

multiplier applies predetermined values, as illustrated in Fig. 4.12, to the patterns, 

respectively. These values, designated as w0, w1, w2, and w3, are assigned based on 

the pattern recognized by the detector. w0 corresponds to patterns 000 and 111, w1 to 

001 and 110, w2 to 010 and 101, and w3 to 011 and 100. The ratio of these weights, 

w0:w1:w2:w3, is determined through histogram analysis and set to 1:1:3:3, 
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adjusted within the DLF. The lock detector monitoring the lock state of the system 

adjusts the integral and proportional gain used in the DLF and the DCO. Before 

achieving lock, the integral gain is set to a significant value, while the proportional 

gain is kept small. Once the lock is achieved, the integral gain is reduced, and the 

proportional gain is increased to facilitate fast lock acquisition. 
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4.4 Measurement Results 

 

The prototype chip fabricated in a 28-nm CMOS technology occupies 0.02 mm2, 

as Fig. 4.17. The proposed CDR consumes a total power consumption of 29.8 mW, 

achieving an energy efficiency of 1.06 pJ/b at 28 Gb/s. The clock recovery is achieved 

at the data rate of 14 to 28 Gb/s. The measurement was carried out through the signal 

quality analyzer with a pattern generator and error detector under 4.7-dB data loss 

caused by SMA and PCB trace loss. The recovered clock, shown in Fig. 4.18, is re-

covered from the input data operating at 28 Gb/s with the RMS jitter of 1.466 ps and 

D

BC

A

Block Description

DCO

Analog Front-end

De-serializer

Synthesizable Digital Logic

Area (um
2
)

6771

1366

1558

11291

A

B

C

D

Power (mW)

2

19.8

8

1660um

1
1

2
0

u
m

Fig. 4.17 The chip photograph and its area and power consumption 
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peak-to-peak jitter of 11.6 ps. Fig. 4.19 presents the jitter tolerance (JTOL) curves 

with the BER of less than 10-12. The JTOL curves satisfy the IEEE 802.3 mask by 

tolerating the jitter amplitude of 0.05 UI at 100MHz. 

Table IV summarizes the proposed CDR and compares it with other CDR designs. 

The proposed CDR demonstrates Baud-rate reference-less CDR over a wide fre-

quency range. The stochastic Baud-rate PFD achieves the best energy efficiency of 

1.06 pJ/b with a simple implementation in a small area compared to other CDR de-

signs exclusively. 

Data rate = 28 Gb/s

Jrms   : 1.466 ps

Jpk-pk:   11.6 ps

Fig. 4.18 Recovered clock histogram 
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Fig. 4.19 The measured jitter histogram at 28 Gb/s with the BER < 10-12 

Table IV Performance summary and comparison 

Technology

Modulation

Data Rate [Gb/s]

Supply Voltage [V]

Power [mW]

Core Area [mm
2
]

Energy Efficiency [pJ/b]

JSSC, 16

[37]

28nm

NRZ

7.4 – 11.5

0.9

22.9

0.21

1.9

JSSC, 17

[36]

28nm

NRZ

22.5 - 32

0.9

102

0.213

3.19

This 

work

28nm

NRZ

14 - 28

1.0

29.8

0.02

1.06

JSSC, 21

[35]

65nm

NRZ

4 - 20

1.2

37.3

0.045

1.87

Samples/UI 2 1 14

Channel Loss [dB] 5 14.8 4.7N/A

JSSC, 22

[41]

40nm

PAM-4

48

1

116.3

N/A

2.42

1

4

Reference No No NoNo Yes
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PAM-4 Receiver with Pre-Cursor 

Adjustable Baud-rate Phase Detec-

tor 

 

 

 

 

 

5.1 Overview 

 

Recently, demands for higher data rate keep increasing in many applications of 

wireline communications. Since the channel loss at such a high data rate also increases 

rapidly, sophisticated equalization schemes have been proposed to compensate for the 

channel loss. Moreover, multi-level signaling such as four-level pulse amplitude mod-

ulation (PAM-4) offers an advantage over two-level signaling (PAM-2) because it 

provides a doubled data rate with the same channel loss. However, the multi-level 

signaling is highly vulnerable to inter-symbol interference (ISI) due to the reduced 

vertical eye margin (VEM). Therefore, in the receiver side, the effect of the pre-cursor 
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ISI, which is not removed by a DFE, becomes more significant in the multi-level sig-

naling. It is also a challenge to implement a feed-forward equalizer (FFE) for com-

pensating the pre-cursor ISIs in the transmitter due to reduced signal power [46] – 

[47] . 

In another perspective, as the data rate increases, a Baud-rate clock and data recov-

ery (CDR) emerges as a powerful candidate in the receiver designs to reduce clocking 

power compared to the conventional oversampling CDRs. For example, the phase de-

tectors (PDs) introduced in [37] , [48] – [49] are implemented using 2x oversampling 

that requires two sampling phases per unit interval (UI) to obtain phase information. 

Although the oversampling CDR achieves wide-range frequency detection capability 

and fast locking acquisition [37] , [48] , [50] , they require additional clock phases, so 

that expand circuit complexity and increase power consumption.  

On the other hand, the Baud-rate CDR, which samples the data only once per UI, 

reduces the number of the required high-speed samplers and makes the clock distri-

bution network simpler, enabling a more power-efficient receiver compared with the 

conventional oversampling CDRs [24] [25] – [26] , [39] , [42] , [51] – [55] . Among 

various Baud-rate PDs (BRPDs), the MMPD is primarily used because of its simplic-

ity [24] . For more practical implementation, a SS-MMPD has been presented [25] 

[25] – [26] , [51] . The MMPD locks at a point where the pre-cursor ISI (h-1) and the 

first post-cursor ISI (h1) become the same. However, if the MMPD operates with an 

adaptative DFE, the MMPD locks at the point where h-1 becomes zero due to the re-

moved h1. It causes the lock point to be drifted toward where h-1=0 and makes the 

receiver vulnerable to noise since the vertical eye height is reduced. In [25] , an 
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unequalized (h-1 h1) MM CDR is presented, where a digital offset is added to effec-

tively make h-1 0. However, the PD requires two error samplers and has the burden 

of finding an optimal digital offset. Another technique proposed in [26] is a weight-

adjusting MM CDR (WA-MM CDR) which uses only one additional error sampler 

and updates the CDR only when a data pattern of “0110” is detected. Although the 

WA-MM CDR is power efficient by reducing the number of required error samplers, 

it is vulnerable due to the data dependency on the specific data pattern. The CDR 

proposed in [54] features an MM CDR showing considerable jitter tolerance with a 

solid lock point, while pre-cursor and post-cursor are removed partially by the DFE; 

However, it requires more samplers than other designs. The Baud-rate CDR in [39] is 

implemented with an additional sampler for frequency detection by examining rising 

and falling data waveforms. The CDRs mentioned above have been implemented in 

PAM-2 signaling [24] [25] – [26] , [37] , [39] , [48] – [55] and will require an expo-

nentially increasing number of samplers when implemented in PAM-4 signaling. In 

[42] , BRPD employs an integrator that performs phase detection based on the inte-

grated voltage over data transition. However, the integrator-based PD is vulnerable to 

the ISI, which causes the lock point to drift away from the optimum. 

To overcome the previous limitations, this paper proposes a BRPD that detects 

early or late phase by estimating h-1 [60] . Contrary to the MMPD, the proposed BRPD 

is irrelevant to the drift issue because its lock point is determined by the ratio of h0 

and h-1 with completely removed post-cursors. Furthermore, since the BRPD locks at 

the point where h0 becomes Mext∙h-1 with the externally controlled target cursor ratio 

(Mext), a targeted VEM can be achieved even with equalizers that do not effectively 
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remove pre-cursor ISI. Therefore, the proposed BRPD is suitable for multi-level sig-

naling where the effect of the pre-cursor is significant. Additionally, the DFE adapta-

tion based on the uneven data level adaptation (UDA) algorithm introduced in [56] is 

extended to the PAM-4 signaling. Contrary to the commonly-used sign-sign least 

mean square (SS-LMS) algorithm, the UDA algorithm brings a more accurate DFE 

adaptation. The data level is defined based on the data histogram shown in Section Ⅱ, 

and the DFE removes h1 more accurately, resolving the ambiguity in the SS-LMS 

algorithm. 

The remainder of this paper is organized as follows. Section II describes the pro-

posed BRPD with the analysis of correlation between h-1 and VEM, UDA algorithm, 

phase detection of the proposed BRPD, and DFE tap coefficient adaptation. In Section 

III, circuit implementation of the proposed receiver is presented in detail. The meas-

urement results of the designed receiver are presented in Section IV. Finally, Section 

V concludes and summarizes this paper.  
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5.2 Proposed Phase Acquisition Technique 

 

5.2.1 Concept of Proposed Baud-rate Phase 

Detector 

 

Fig. 5.1 shows the single-bit responses (SBRs) and lock points of the conventional 

MMPD and the proposed PD, both with DFE adaptation. As mentioned earlier, the 

conventional MMPD with DFE adaptation has the issue of the wandering lock point. 

While many techniques have been presented to resolve this problem, [25] – [26] , [54] , 

to prevent the dilemma caused by data dependency or hardware overhead in the above 

techniques, this paper proposes the BRPD with the lock point determined by the cur-

sor ratio of h0 to h-1 which is denoted as M. Thus, the performance property is different 

Fig. 5.1 Lock point of conventional MMPD and proposed MMPD with DFE on single-bit re-

sponse 

Lock point

(h0 = Nt h-1 )

Time

S
B

R

h-1 

h0

1UI

h0

Conventional SS-MM CDR w/o DFE

Proposed CDR w/ DFE

Conventional SS-MM CDR w/ DFE

h-1 

Lock point
(h1 = h-1 )
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from the conventional MMPD in which a lock point is determined where h-1=h1 on 

the SBR [24] . Furthermore, since the lock point of the proposed BRPD is independent 

of the h1, the impediment caused by using DFE adaptation in the MMPD can be re-

solved.  

The proposed BRPD meets three purposes: (1) The receiver without the assistance 

of the TX FFE, (2) the CDR based on the BRPD with a unique lock point, and (3) the 

CDR determining the lock point using h-1 since the receiver is difficult to remove h-1 

completely through the CTLE and DFE when channel loss increases beyond some 

extent, although post-cursors can be removed entirely. 

The operating principle of the proposed BRPD is based on the correlation between 

the ratio of h0 to h-1 and the VEM. The eye magnitude of the conventional PAM-2 

without an equalizer can be estimated through the SBR as 

 

eye.PAM-2 0
0

VEM 2 k
k

h h




=  −
 
 
 

  (5.1) 

 

where hk is the magnitude of the kth cursor of the SBR. If all the post-cursors are re-

moved by the equalizers, only pre-cursors remain and the eye magnitude is written as 

 

EQ.eye.PAM-2 0
1

VEM 2 k
k

h h
−

=−

=  −
 
 
 

 . (5.2) 

 

Although the DFE effectively removes post-cursor ISIs, it cannot equalize the pre-

cursor ISIs hence the VEM is determined by the remaining pre-cursor ISIs. Extended 

to the PAM-4 signaling, the equalized eye magnitude is derived as 
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EQ.eye.PAM-4 0
1

2
VEM 3

3
k

k

h h
−

=−

=  − 
 
 
 

 . (5.3) 

 

Based on (5.2) and (5.3), Fig. 5.2(a) shows the VEM versus the sampling time for 

the PAM-4 and PAM-2 signaling. It shows that the VEM is considerably diminished 

when the PAM-4 signaling is used. It means that the receiver necessitates more precise 
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Fig. 5.2 Simulated vertical eye opening of the PAM-4 and PAM-2 signal with activated DFE 

vs (a) sampling time and (b) cursor rate M 
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convergence to an optimal lock point to achieve a target BER.  

Assuming that the VEM degradation caused by the other pre-cursors except h-1 is 

negligible, the VEM of (5.3) can be expressed as  

 

EQ.eye.PAM-4 0

2 1
VEM 1 3

3
h

M
=   − 

 
 
 

. (5.4) 

 

where M is the ratio of h0 to h-1. Based on (5.4), Fig. 5.2(b) illustrates the correlation 

between the PAM-4 VEM and M. As shown in Fig. 5.2(b), the ratio of h0 and h-1 

should be greater than 3 for PAM-4 to secure a non-zero eye-opening. Meanwhile, 

non-zero h-1 is required for BRPD to avert the possibility of the locking point drift. 

Through this analysis, we propose a PD with the targeted ratio Mext of h0 to h-1 which 

is externally adjusted to the channel characteristic. As shown in Fig. 5.1, the lock point 

of the proposed PD on the SBR is determined as follows 

 

0 1exth M h−=  . (5.5) 

 

The proposed PD has two advantages. First, it is well-suited with the BRPD structure 

and compatible with the adaptive DFE. Thus, the locking point is stationary even if 

the residual post-cursor ISIs change with the adaptive DFE. Second, the SNR degra-

dation caused by h-1 can be directly manipulated. Since the ratio of h0 to h-1 can be 

easily controlled externally, h-1 can be adjusted to an appropriate value according to 

the channel loss to meet the target BER.  

To make the proposed PD operate correctly, the M versus sampling time should  
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exhibt monotonicity for 1 UI. Otherwise, there is a possibility of multiple locking 

points caused by the concave region. Fig. 5.3 shows (a) the SBR and (b) the value of 

M obtained through simulation with various channel losses. Is is observed that the  
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value M gradually decreases over the sampling phase, verifying the monotonic char-

acteristic. An early phase is observed if the ratio is greater than the exter-

nally set value Mext and late is the opposite way. 
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5.2.2 Data Level and DFE Adaptation 

 

One of the key features of the proposed clock recovery is how to estimate the mag-

nitude of h0, h-1, and the cursor ratio M. To estimate the magnitudes of the cursors, 

results from the data level adaptation are used, which employs the SS-LMS algorithm. 

It is intended to determine the magnitude of h0 and is widely used because of its sim-

plicity [57] . In this work, a new type of data level adaptation called the uneven data 

level adaptation (UDA) method presented in [56] , enables accurate equalizer adapta-

tion when h-1 is present. In the UDA method, the optimal data level for PAM-2 is 

decided to h0+h-1, rather than h0, and its update equation is expressed as 

 

[ ] 3 [ ]if [ ] 1
[ 1]

[ ] 1 [ ]if [ ] 1

Dlev Dlev

Dlev

Dlev Dlev

V n E n E n
V n

V n E n E n





+   = +
+ =

+   = −





. (5.6) 

 

where 𝜇𝐷𝑙𝑒𝑣  is an update coefficient with a small number, and E[n] is the out-

put of the error sampler when data D[n]=+1. Note that VDlev is adaptively deter-

mined asymmetrically with a 3:1 ratio. Adopting the UDA in [56] to PAM-4 signal-

ing, different data levels can be obtained with different asymme-

tries. Fig. 5.4 shows the data histogram for +3 at the DFE input, where +3 is de-

fined as the highest data. The histogram shows four peaks for data +3. The adap-

tive data level VDlev can be located anywhere by changing the up/down coeffi-

cients of SS-LMS as shown in the table of Fig. 5.4. The VDlev update can be ex-

pressed as the following equation.  



Chapter 5. PAM-4 Receiver with Pre-Cursor Adjustable Baud-rate Phase Detector 92 

 

 

[ ] [ ]if [ ] 1
[ 1]

[ ] [ ]if [ ] 1

upDlev Dlev

Dlev
Dlev dn Dlev

V n E n E n
V n

V n E n E n

 

 

+   = +
+ =

+   = −





. (5.7) 

 

where 𝜇𝑢𝑝 and 𝜇𝑑𝑛 are update coefficients when 𝐷[𝑛] = 3. For example, VDlev corre-

sponding to 3∙h0+3∙h-1 is obtained by the 7:1 coefficient adaptation ratio since the 

probability of DN at 3∙h0+3∙h-1 is 7 times larger than UP. As shown in Fig. 5.4, it is 

possible to obtain other VDlevs by adjusting the coefficients.  

The question is whether the DFE adaptation can operate correctly with the asym-

metric data level as 3∙h0+3∙h-1, and is more suitable than DFE adaptations using the 

data level as 3∙h0 obtained with a symmetrical update coefficient. Fig. 5.5 shows  

the comparison of the DFE adaptation using the conventional data level adaptation 

and the UDA for PAM-4 signaling. Each data level marked as A, B, C, and D in Fig. 

5.5 can be calculated by the following equation.  
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1 1 0 1[ ] ( ) [ 1] [ ] [ 1]y n h w D n h D n h D n−= −  − +  +  + . (5.8) 

 

where all other the cursors except h-1, h0, and h1 are zeros and the tap coefficient 1 

of the one-tap DFE is adapted by the SS-LMS algorithm. Signals “UP” and “DN”, 

which adjust the tap coefficient, are calculated using the input of the DFE, D[n-1], 

and the output of the error sampler, EDlev[n]. 

Before tap weight w1 of the 1-tap DFE converges to h1, residual post-cursor ISI 

appears as 3∙h1-3∙w1 for the data +3 received. For the conventional adaptation, the data 

level has a magnitude of 3∙h0. In the presence of h-1, the SS-LMS algorithm cannot 

locate the exact point where 3∙h1-3∙w1 becomes zero because of the dead zone, and the 

tap coefficient wanders [56] . 

 On the other hand, for the UDA adaptation, VDlev is represented as 3∙h0+3∙h-1. 

When using the UDA adaptation, the dead zone disappears and the tap coefficient is 

determined at the fixed point without wandering. Eventually, the UDA guarantees the 

appropriate tap coefficient w1 converges to h1 even if h-1 is non-zero. 

The DFE adaptation based on the UDA is shown as follows for the PAM-4 signal-

ing. 

 

[ ]
[ 1] [ ] [ ] for [ ] 3

[ ]
DFEk k

D n k
w n w n E n D n

D n k


 
 
  
 

−
+ = +   = +

−
. (5.9) 

 

where wk is the DFE tap coefficient, k is the tap index, and E[n] is the comparison 

result with the threshold of 3∙h0+3∙h-1. 
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Fig. 5.6 shows the simulated eye diagrams of conventional DFE adaptation and 

UDA. Proposed UDA in PAM-4 signaling achieves a 20% enhanced vertical eye mar-

gin, demonstrating accurate DFE adaptation. 
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Fig. 5.6 Simulated eye diagram with conventional data level adaptation and proposed data 

level adaptation 
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5.2.3 Pre-cursor Adjustable Baud-rate Phase 

Detector with Multi-level Modulation Signal-

ing 

 

Fig. 5.7(a) shows the operation of the proposed BRPD. Only the transitions from 

+3 to -3 are used for phase detection. When the present data is +3, and the following 

data is -3, the input can be expressed as 3∙h0-3∙h-1. Since VDlev is 3∙h0+3∙h-1, the re-

ceived signal VRX,in can be expressed as  

 

( )

, 0 1

0 1

3 3

1
3 3

1

1
.

1

RX in

Dlev

V h h

M
h h

M

M
V

M
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+

−
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+
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(5.10) 

 

The proposed BRPD uses a virtual reference data level Vref,PD generated on chip 

with VDlev and the externally provided ratio of h0 and h-1, Mext, as follows.  

 

,

1

1
ext

ref PD Dlev
ext

M
V V

M

 
 
 
 

−
= 

+
 (5.11) 

 

The phase detection is achieved by comparing the input VRX,in against 𝑉𝑟𝑒𝑓,𝑃𝐷. If 

the actual ratio M is less than Mext, the comparison result would be +1 and vice versa, 

as the following equation shows.  
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Thus, the lock point is where M equals Mext, which means VRX,in=Vref,PD. The phase 

early is where M>Mext, equivalent to VRX,in>Vref,PD. On the contrary, VRX,in<Vref,PD con-

curs with the phase late, which is synonymous with M<Mext. 

The flowchart of the proposed BRPD as summarized in Fig. 5.8 illustrates the 

overall phase detection algorithm. First, the data level is decided through the UDA 

algorithm. Then, by using the data level, Vref,PD is calculated with the externally pro-

vided Mext. When data transitions from +3 to -3, phase detection is performed by com-

paring the input and the virtual reference Vref,PD, and finally the phase-control 

Vref,PD

VH

V0

VL

VDlev
VDlev

Vref,PD

Eye Opening

Early

Late

Clock

M = Mext 

M > Mext

M < Mext

VRX,in > Vref,PD

VRX,in < Vref,PD

VRX,in

Fig. 5.7 Generating phase error based on the consecutive data (D[n], D[n+1]) = (+3, -3) and 

the sign of the Vref,PD 
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word (PCW) is adjusted for clock recovery. The sampling point is moved through this 

operation so that the cursor ratio M converges to Mext.  

Fig. 5.9 shows the eye diagram of the proposed MMPD under two input data 
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Fig. 5.8 The flow chart of the proposed MMPD 
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Fig. 5.9 Simulated eye diagram of the proposed MMPD under two input data conditions:  

(a) MSB: PRBS-7, LSB: PRBS-10, (b) MSB: PRBS-31, LSB: PRBS-15 
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conditions: (a) MSB: PRBS-7, LSB: PRBS-10, and (b) MSB: PRBS-31, LSB: PRBS-

15. Although there is a slight difference between the two input patterns due to the 

different run length, there is no significant difference in the lock position. 
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5.3 Circuit Implementation 

 

5.3.1 Proposed PAM-4 receiver architecture 

 

The overall circuit implementation of the proposed PAM-4 receiver is shown in Fig. 

5.10. The receiver employs a half-rate architecture with a forwarded clocking system. 

It consists of a synthesizable digital logic (SDL) with the proposed BRPD and an 

adaptation logic, an analog front-end (AFE), digital-to-analog converters (DACs), 

deserializers (DESs), an I/Q generator, and a phase rotator (PR).  

The AFE includes 50-ohm termination resistors, a DFE summer, and 10 samplers. 

The DFE is composed of a single-stage amplifier, and the summing is achieved by 

using an inverter-based amplifier to improve the linearity [58] . The half-rate one-tap 

DFE is implemented by merging two summers into one [59] . Direct feedback uses 

the RZ sampled output instead of the conventional NRZ output of an RS latch. The 

sampling circuits use a Strong-Arm (SA) latch with a pair of differential input tran-

sistors to adjust the sampling threshold. The sampling path has three data samplers for 

a PAM-4 signal (VH, V0, VL) and two error samplers. One of the error samplers plays 

the dual role of finding the magnitude of the main cursor and the adaptation of DFE 

coefficients, and the other sampler is for the phase detection explained before. The 

sampler outputs are deserialized and delivered to the SDL.   

The SDL includes a DFE adaptation logic, an UDA logic, a logic for sampling 

threshold calculation, and a digital loop filter (DLF) for the BRPD and controller. The 

DFE adaptation logic is based on the SS-LMS algorithm [57] . The proposed  
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BRPD implemented in the SDL finds the lock point and generates a PCW that controls 

the PR. The PR controls the sampling clock phases by interpolating the received for-

warded clock signals. The sampling threshold calculator makes the thresholds of three 

data samplers, VH, V0, VL, as 2∙h0, 0, -2∙h0, an error sampler as VDlev, 3∙h0 + 3∙h-1, and a 

PD sampler as Vref,PD derived from VDlev and Mext. If the sampling threshold is provided 

with the voltage of a control word, a significant offset might occur by the nonlinearity 

of the SA latch. Therefore, the current of the input transistor is adjusted for better 

linearity of the sampling threshold, and the linear adjustment is obtained by current 

mirroring.  
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The proposed I-DAC generates linear differential current for each threshold control 

word, as shown in Fig. 5.11. A total of 10 I-DACs are implemented to control 10 

samplers, where an 8-bit control word is used for adjusting the sampling threshold and 

a 6-bit control word for calibration. The sampling threshold of the sampler are gener-

ated by 8-bit I-DAC. Furthermore, 6-bit mismatch calibration is implemented to re-

duce the effect of the offset caused by random variations in the device parameters. 

Each I-DAC cell is composed of the decoder controlled by thermometer-coded row 

and column addresses for seamless transitions. 
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5.3.2 Proposed merged-summer DFE with the 

inverter-based amplifier 

 

The designed AFE is composed of a single-stage amplifier. The AFE amplifier 

performs the function of the DFE summer and controls the DC gain adjustable by up 

to 3dB as implemented in [58] . In the DFE based on the conventional time-interleav-

ing approach, an independent adaptation loop is necessary to remove the effect of the 

mismatch. The power consumption and hardware overhead are intolerable when using 

such an independent adaptation loop. To circumvent the overhead, one DFE summer 

operating at full-rate is proposed instead of using several DFE summers.  

As shown in Fig. 5.10, an inverter-based DFE is employed to obviate SNR reduc-

tion caused by nonlinearity in PAM-4 signaling. Furthermore, a merged-summer 

DFE based on the time-interleaving methodology is adopted to distinguish valid data 

from invalid data removing ISI as the conventional DFE operation. Detailed sche-

matic of the proposed inverter-based DFE with the merged summer and its timing 

diagram are shown in Fig. 5.12 and Fig. 5.13. The SA latch output has the decision 

state and the refresh state. By exploiting SA latch outputs that are s, sb, r, rb, the 

feedback in the proposed summer is accomplished, as shown in the table in Fig. 

5.12. When the clock is high, which is the decision state, the feedback path charges 

or discharges the summer differentially depending on the valid data; However, it 

ceases the charging and discharging and maintains the common-mode value in the 

invalid data when the clock is low, which is referred to as refresh state. Since the in-

valid data retains a common-mode state, the valid data in the AFE operating at half 

rate is not degraded by the invalid data even if the feedback is executed at the same 
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summer node. Through the proposed merged-summer DFE, the receiver reduces the 

feedback time, required the number of summers, the adaptation logic, mismatches 

between the tap coefficients, and power consumption. 

 

  

Fig. 5.13 Timing diagram of proposed merged summer DFE 
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5.4 Measurement Results 

 

The prototype chip fabricated in a 40 nm CMOS process occupies 0.24 mm2
 as 

shown in Fig. 5.14 and consumes 116.3 mW, achieving an energy efficiency of 2.42 

pJ/b at 48 Gb/s with PAM-4 signaling. The chip area and power breakdown are shown 

in Fig. 5.14. Among the sub-blocks, the SDL and DAC, which controls the sampler 

threshold, occupy the most area.  
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Fig. 5.14 Chip photomicrograph of the implemented receiver with the detailed area and 

power consumption 
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The measurement setup is shown in Fig. 5.15. The measurements of the eye dia-

gram, the bathtub curve, and the jitter tolerance are automatically performed by using 

an I2C with a Python program. Passive power dividers generate PAM-4 signals by 

combining the PRBS-7 MSB and LSB data from the pattern generator. A 6-dB atten-

uator is utilized for the LSB pattern to lower the swing level to half of the MSB pattern. 

To verify the proposed phase detection and equalizer performance in multi-level sig-

naling, both PAM-2 and PAM-4 signals are used, and two channels with different 

losses are used, as shown in Fig. 5.15. Measured insertion loss is 19dB with PAM-2 

at 12.5 GHz and 4dB with PAM-4 at 12 GHz, respectively. A 12 GHz clock is gener-

ated from the pattern generator and forwarded to the prototype chip.  

The proposed phase detection technique is verified by measuring Dlevs and the 

cursor ratio M. Fig. 5.16 shows the measured Dlev code for PAM-4 and PAM-2  
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Fig. 5.15 Block diagram of the measurement setup 
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signals at varying sampling clock phases. The Dlevs of the PAM-4 signal at each 

sampling clock phase are obtained by adjusting the UP/DN ratio according to the data 

histogram shown in Fig. 5.4 through the UDA algorithm. The Dlevs of the PAM-2 

signal are obtained using the histogram mentioned in [56] .  

 

Fig. 5.16 Measured Dlev code vs sampling time in (a) PAM-4 signaling and (b) PAM-2 sig-

naling 
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Fig. 5.17 represents the measured cursor ratio M derived from the measured Dlevs 

with the proposed BRPD lock point. Lock points of the proposed BRPD are deter-

mined by the Dlevs and the externally provided Mext for both PAM-4 and PAM-2. To 

verify the performance of the proposed BRPD, the cursor ratio M is measured  
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Fig. 5.17 Measured ratio M from measured cursor values in (a) PAM-4 signaling and (b) 

PAM-2 signaling 
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over varying discrete PCWs, and it is confirmed that the M of the lock point is identi-

cal to the external Mext with both PAM-4 and PAM-2 signal. Fig. 5.17 shows that the 

value of M for PAM-4 is larger than that of M for PAM-2, meaning the smaller 
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h-1 with PAM-4 signaling. Considering the larger channel loss in PAM-2 compared to 

PAM-4 at Nyquist frequency, h-1 of PAM-4 is smaller than that of PAM-2, which 

means the larger M, as shown in Fig. 5.17. The pre-cursor proportion can be figured  
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out through the measured M at each PCW. Fig. 5.18 shows the measured bathtub curve, 

and Fig. 5.19 shows the measured jitter tolerance (JTOL) with the BER of less than 

10-11. The JTOL curves in Fig. 5.19 satisfy the IEEE 802.3 mask by tolerating the jitter 

amplitude greater than 0.05 UIpeak-peak at the jitter frequency of 1MHz. Fig. 5.20 shows 

the measured eye height versus the cursor ratio M in PAM-4 signaling and Fig. 5.21 

represents the measured PAM-4 eye diagram with the BER under 10-11. The timing 

margin in the eye diagram corresponds to the timing margin of the bathtub curve in 

Fig. 5.18.  

Table V presents the performance summary of the proposed receiver and the com-

parison with other receivers using BR CDR in the clock recovery. This work demon-

strates the pre-cursor adjustable CDR operating at the Baud rate. Although we used a 

low-loss channel in this work without using the CTLE, it achieves a power efficiency 

of 2.42 pJ/b, which is lower than any other PAM-4 receivers since it employed a 

merged-summer DFE. 
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Conclusions 

 

 

 

 

 

Starting with the basic concepts of the clocking system in the SerDes along with 

the related concerns, the DPLL-based clock driver is proposed. The presented clock 

driver provides a wide FTR ranging from 0.82 GHz to 4.1 GHz, achieving 133% FTR. 

Three modes switching LC resonator brings wide FTR together with the low phase 

noise performance. Two resonators constitute the transformer adjusting inductance by 

in-phase coupling and out-of-phase coupling. By employing the 8-shaped inductor 

structure, three LC resonators are stacked in one area. Thereby, implemented mode 

switching LC oscillator shows a phase noise of -118.5 dBc/Hz to -124.7 dBc/Hz, 

achieving the FoM and FoMT from 173.5 dBc/Hz to 181.5 dBc/Hz and 196 dBc/Hz 

to 204 dBc/Hz, respectively. In addition, the clock driver achieves an RMS jitter of 

84.64 fs at 4GHz output clock frequency, showing FoMRMS of -249.1dB. Moreover, 

to satisfy the requirement about the frequency settling time, the clock driver exploits 

the FFT algorithm to attain frequency error information. Analysis about the 
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correlation between the frequency of the reference clock and oscillator clock and the 

FFT outputs presents the frequency calibration by the FFT algorithm. Compared to 

the conventional DPLL employing TDC, the proposed clock driver cuts down the fre-

quency acquisition time significantly through frequency coarse tuning by 32-point 

FFT and frequency fine-tuning by conventional TDC. It shortens the settling time 

from 2.27 ms without the proposed FFT algorithm to 0.99 μs, verifying fast frequency 

acquisition. 

The following describes a 14 - 28 Gb/s reference-less Baud-rate CDR. The fre-

quency acquisition utilizes stochastic characteristics of the randomness of the patterns. 

Before being implemented in the CDR, consecutive 3-bit data patterns are collected 

at various frequencies and phases and represented as a histogram of the pattern from 

000 to 111. Then, using Bayes’ theorem, the weights are computed based on the prob-

abilities. The analysis based on the frequency and phase gain curves of the proposed 

CDR adopting the integrator, which is achieved using the probabilities of the patterns 

and computed weights, demonstrates the robustness and wide capture range of the 

proposed PFD. The prototype chip, fabricated in 28-nm CMOS technology, validates 

the functionality and effectiveness of the stochastic methodology, achieving a BER of 

less than 10-12 and an energy efficiency of 1.06 pJ/b at 28 Gb/s. 

Finally, a 48 Gb/s receiver with a pre-cursor adjustable Baud-rate PD for multi-

level signaling is presented. The proposed Baud-rate PD achieves phase detection by 

utilizing the cursor ratio, and VDlev obtained through the UDA algorithm. While the 

UDA algorithm with VDlev obtained by adjusting the up and down coefficient enhances 

the DFE adaptation performance in the presence of h-1, the proposed BRPD offers a 

unique lock point when combined with the DFE. Furthermore, the proposed BRPD 
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adjusts the value of h-1 with the externally provided ratio of h0 to h-1, which offers a 

guaranteed, consistent bit error rate. The receiver reduces the circuit complexity using 

the merged summer in the DFE by employing the RZ sampler data output instead of 

the conventional NRZ data output using RS latches. The receiver is implemented in 

40-nm CMOS technology and achieves an energy efficiency of 2.42 pJ/b at 48 Gb/s 

with PAM-4 signaling. 
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초 록 
 

이 논문에서는 SerDes 의 클로킹 시스템과 관련된 일반적인 문제에 

대해 간략히 설명합니다. 이것은 송신기에서 클록 생성을 위한 위상 잠금 

루프(PLL) 기반 클록 드라이버와 수신기에서 클록 및 데이터 복구(CDR) 

회로를 제안합니다. 이 논문은 주파수 합성을 위한 넓은 주파수 튜닝 

범위 LC 공진기를 제안하여 빠르게 타겟 주파수에 도착합니다. 

레퍼런스가 없는 동작을 위해, 확률에 기초한 주파수 취득 방식이 

Baud-rate CDR 에 구현되었습니다. 또한 이 논문은 펄스 진폭 변조 

(PAM)-4 시그널링을 실현하는 레퍼런스 클록을 사용하는 Baud-rate 

CDR 을 제시합니다. 

먼저 넓은 주파수 튜닝 LC 오실레이터가 있는 디지털 PLL (DPLL) 

기반 클록 드라이버를 소개합니다. 클록 드라이버는 8 형 인덕터 구조를 

채택하여 1 개의 컴팩트한 영역에서 넓은 FTR 을 위한 3 가지 모드 

스위칭을 구현한다. 분석은 컴팩트한 스택된 인덕터 레이아웃을 

보여줍니다. 또한 클록 드라이버는 고속 푸리에 변환 (FFT) 알고리즘을 

사용하여 빠른 주파수 획득을 실현하고 뱅뱅 위상 및 주파수 검출기 

(BB-PFD) 및 디지털 컨버터 (TDC) 를 사용하는 기존 PLL 에 비해 

잠금 시간을 크게 단축합니다. 구현된 클록 드라이버는 낮은 지터, 넓은 

FTR 및 고속 주파수 획득을 검증하는 40nm CMOS 기술로 제조됩니다. 

제시된 LC 발진기는 -118.5 dBc/Hz 에서 -124.7 dBc/Hz 의 위상 

잡음을 달성하고 FoMT 에서 173.5 dBc/Hz 에서 181.5 dBc/Hz 및 196 

dBc/Hz 에서 204 dBc/MHz 의 성능을 달성합니다. 클록 드라이버는 0.82 



 

 

- 4.1 GHz 범위의 클록 주파수를 생성하여 133%의 주파수 튜닝 범위을 

달성합니다. 클록 드라이버는 4GHz 출력 클록 주파수에서 84.64fs 의 

제곱 평균 제곱근 (RMS) 지터를 달성하여 -249.1 dB 의 FoMRMS 를 

나타냅니다. 또한, 종래 기술에서는 2.27 ms 걸려 있던 주파수 획득 

시간을 0.99 μs 로 단축하여 주파수 취득의 고속화를 증명했다. 

이 논문에서는 두 번째 구현으로 확률론 기반 위상 및 주파수 검출을 

사용하는 레퍼런스가 없는 Baud-rate CDR 을 제안합니다. 이것은 확률 

기반 위상 및 주파수 검출기 (PFD)를 사용하는 14 - 28 Gb/s 

레퍼런스가 없는 Baud-rate CDR 을 제안합니다. 다양한 데이터 패턴의 

히스토그램 기반 상관관계를 활용하여 구한 최적의 가중치를 가진 

PFD 는 위상 및 주파수 감지를 제공합니다. 레퍼런스가 없는 Baud-rate 

CDR 은 데이터 샘플과 적분기에서 얻은 위상 오류 샘플을 사용합니다. 

제안된 CDR 은 Nyquist 주파수에서 4.7dB 의 데이터 손실 채널 하에서 

연속 시간 선형 이퀄라이저 (CTLE)를 사용하여 최대 28 Gb/s 의 데이터 

속도를 달성합니다. 28nm CMOS 기술로 제조된 제안된 CDR 은 10-12 

미만의 비트 오류율 (BER)과 1.06 pJ/b 의 에너지 효율을 제공합니다. 

마지막으로 구현된 회로는 다중 레벨 시그널링에 적합한 Baud-rate 

CDR 구조의 약 48 Gb/s PAM-4 수신기이다. 수직 아이 마진과 메인 커

서 대 프리 커서 비율 사이의 연관성을 도출함으로써 제안된 Baud-rate 

위상 검출기는 프리 커서를 조정하고 목표 수직 아이 오프닝에서 잠금 포

인트를 찾습니다. 따라서 Baud-rate 위상 검출기는 포스트 커서 h1 이 

제거된 적응 결정 피드백 이퀄라이저 (DFE)와 함께 사용할 때 고유 한 

잠금 지점을 제공합니다. 그렇지 않으면 기존 Mueller-Müller PD 처럼 

잠금 지점이 드리프트 될 수 있습니다. 또한 DFE 의 가산기 부하는 기존



 

 

의 RS 래치와 관련된 지연이 추가되는 NRZ 출력 대신 RZ 샘플러 출력

을 채택하여 DFE 의 입력 부하를 줄입니다. 이렇게. 40nm CMOS 기술로 

제작된 프로토타입 칩은 아날로그 프런트 엔드, 위상 회전자, 현재 디지

털/아날로그 컨버터 및 합성 가능한 디지털 로직으로 구성되며 총 활성 

영역은 0.24mm2 입니다. 제안된 PAM-4 수신기는 48 Gb/s 에서 10-11 

미만의 BER 을 달성하고 2.42 pJ/b 의 에너지 효율을 제공합니다. 

 

 

 

 

 

 

 

 

주요어: Fast Fourier Transform (FFT), 8-shaped inductor, wide frequency tuning 

range, mode switching, phase-locked loop (PLL), clock driver, fast frequency acqui-

sition, Baud-rate, clock and data recovery (CDR), phase and frequency detector (PFD), 

reference-less, receiver, stochastic, integrator, adaptive equalizer, decision feedback 

equalizer (DFE), merged-summer, Mueller-Müller PD, PAM-4, a phase detector (PD), 

pre-cursor. 
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