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Abstract

Sleep is essential for both physical and psychological health, as poor sleep qual-

ity can potentially undermine cognitive abilities, learning, memory, and even lead to

depression. Given the multitude of personal factors that can contribute to sleep disor-

ders, creating reliable and easy-to-use models for predicting sleep stages and detecting

sleep disorders is a difficult task. This dissertation seeks to contribute to this field by

developing a deep neural network (DNN) architecture that leverages principles and

techniques from automatic speech recognition (ASR) to automate sleep stage classifi-

cation.

We initially compared the performance of various DNN architectures using poly

somnography (PSG) signals, aiming to circumvent the need for unwieldy electroen-

cephalogram sensors. Subsequently, we developed a DNN model for sleep stage clas-

sification using electrocardiogram (ECG) signals. To overcome the challenges inherent

in using ECG signals for sleep stage classification, we created a DNN architecture that

integrates a feature extraction-sequence modeling system akin to that utilized in ASR.

This system processes overnight sleep sequences to capture the cyclical characteristics

of sleep stages.

Furthermore, we developed sleep models inspired by language models from natu-

ral language processing. These sleep models focus on the sequence of sleep stages to

compensate for the information deficit arising from the use of limited signal sources.

They also enhance the accuracy of the automatic sleep stage classification systems by

decoding classified sleep stages.

Moreover, we designed a model to classify apnea events from audio signals cap-

tured during natural sleep. This model can differentiate between four types of apnea

events. Though identifying brain-related apnea events based solely on sound presents

significant challenges, other events can be successfully classified during normal sleep.
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We used the model’s prediction results to estimate the apnea-hypopnea index, further

calibrating these estimates for increased accuracy.

Overall, this dissertation contributes to the development of an efficient DNN ar-

chitecture for automated sleep stage classification using ECG signals, as well as an

apnea classification model from audio signals. These models can assist clinicians in

diagnosing and treating sleep disorders, thereby improving sleep wellness at an indi-

vidual level. We specifically focused on signals that, while perhaps limited and less

informative, are comfortable, highly accessible, and easily applied on mobile devices.

keywords: polysomnography, sleep stage, obstructive sleep apnea, sequence modeling

student number: 2014-21751
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Chapter 1

INTRODUCTION

1.1 Motivation and Subject of Research

Sleep wellness is a crucial aspect of physical and psychological health for all individ-

uals. Sleep deprivation or poor sleep quality can negatively impact cognitive abilities,

including learning and memory, and lead to depression. Multiple factors can cause

sleep disturbances, including mental health conditions, vascular diseases, medication

or alcohol use, and lifestyle patterns. Clinical psychology therapy often requires pa-

tients with sleep disorders to take sleep tests to identify the underlying causes and

determine appropriate medical treatments.

However, manual classification of sleep stages using polysomnography (PSG) is

a time-consuming and labor-intensive process that requires highly trained specialists.

Furthermore, it subjects patients to significant discomfort. As the number of individ-

uals undergoing sleep tests increases, the need for efficient and automated sleep stage

classification methods becomes more pressing.

Even for those without sleep disorders, personal factors such as age, gender, and

lifestyle can affect the ratio or transitions between sleep stages, making it challenging

to develop a universal and precise sleep-stage prediction model. As a result, research

efforts are focused on developing a robust deep neural network (DNN) architecture
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for sleep stage classification that incorporates knowledge from other domains, such as

automatic speech recognition (ASR).

This dissertation aims to contribute to this research field by developing an effective

DNN architecture for automated sleep stage classification. The study will leverage

insights from ASR and apply them to PSG data analysis to improve the accuracy and

efficiency of sleep stage classification. The ultimate goal is to develop a system of

simple devices that can be used every day to assist individuals in managing their sleep.

The sleep stages are generally categorized into 5 stages, wake (W), rapid eye move-

ment (REM), and 3 states of non-REM (N1, N2, and N3) [7,8]. In adults, the expected

proportion of sleep stages excluding the W stage is 5%, 50%, 30%, and 25% for the

N1, N2, N3, and REM stages [9].

N1 sleep stages appear in the transition from wakefulness to sleep. Therefore, the

quantity or the percentage of the N1 sleep stage is related to sleep fragmentation caused

by sleep apnea, snoring, or surrounding environments. N2 sleep stages are a large part

of sleep times and appear after the N1 sleep stage. The N2 sleep stage increases by

sleep fragmentation, obstructive sleep apnea, medication effect, or age-related sleep

patterns. The N3 sleep stage is also known as the deep sleep stage. Sleepwalking and

drowsiness occur during the N3 sleep stage, and the N3 stages may increase as the

rebound of frequent sleep disturbances. REM sleep generally appears every 90 to 120

minutes as an indicator of a sleep cycle. Although the exact function of the REM sleep

stage is still unconcluded, REM sleep stages are an essential part of sleep, consum-

ing one-quarter of sleep time. Dream-enacting behavior, nightmares, and sleep apnea

emerge during REM sleep.

There are many causes of sleep disruptions, such as drugs, cardiac disses, sleep

apnea related to snoring, psychological aspect, or environmental factors. Figure 1.1

shows the sleep stages of 2 subjects. One epoch in this figure corresponds to a 30-

second period. The sleep stage transitions shown above demonstrate repeated switches

between wakefulness (W) and N1 stages, indicating sleep disturbances. Sleep stages
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Figure 1.1: Examples of sleep stages.

from the other subject are relatively stable. It shows non-REM to REM stage cycles

and only 1 epoch of the W stage during sleep.

1.2 Background Information of PSG Signals

The PSG signal is a crucial diagnostic tool for identifying sleep-related disorders. It

involves the recording of vital signs during an overnight sleep study, and the primary

signals recorded include Electroencephalogram, Electrooculogram, Electromyogram,

and Electrocardiogram. These signals help doctors assess the activity of the brain, eyes,

chin, and heart, respectively [10]. In addition, other sensors such as airflow, respiration,

body position, and leg movements may be used to provide further insight into the

patient’s sleep patterns.

PSG data is analyzed by qualified experts who divide the recording into 30-second

intervals known as epochs. During each epoch, the sleep stage is identified based on

the characteristic patterns of the signals recorded. This analysis helps to classify sleep

stages and identify any abnormalities present, making PSG a valuable diagnostic tool

in the assessment and treatment of sleep-related disorders.

1.2.1 Electroencephalogram

During a PSG study, electrodes are placed on the scalp to record electrical activity in

the brain, which is known as an Electroencephalogram (EEG). The EEG signals are
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Figure 1.2: Electroencephalogram signal sampled at 200 Hz.

then analyzed to identify different sleep stages and any abnormalities.

To analyze EEG signals, they are decomposed into different frequency bands, with

delta, theta, alpha, beta, and gamma being the most commonly used. The delta band

represents frequencies below 3 Hz, while the theta, alpha, beta, and gamma bands cor-

respond to frequencies between 4-8 Hz, 8-13 Hz, 13-30 Hz, and above 30 Hz, respec-

tively. Delta and theta waves are associated with deep sleep stages, while alpha and

beta waves are associated with lighter sleep stages and wakefulness. Gamma waves,

on the other hand, are associated with cognitive processing and attention [11].

To filter out unwanted noise and focus on the information carried by EEG signals,

bandpass filters are employed. Filters with passbands ranging from 4 Hz to 40 Hz are

commonly used in EEG analysis. These filters play a crucial role in improving the

accuracy and reliability of EEG-based analyses by enhancing the signal-to-noise ratio

of EEG signals [12, 13].

1.2.2 Electrooculogram

The Electrooculogram (EOG) measures eye movement, and the differences in EOG

signals between non-REM and REM sleep, as well as eye blinking in wakefulness,

can help distinguish between different sleep stages. Understanding these EOG signal

characteristics is crucial for developing accurate and reliable methods for sleep stage

4



Figure 1.3: Electrooculogram signal sampled at 200 Hz.

classification [7].

One advantage of EOG signals is that they can be easily acquired with portable

and wearable devices. To obtain EOG signals, a sensor is attached to the upper right or

lower left corner of the eye, and another sensor is attached to the earlobe. This setup

allows for continuous monitoring of eye movement during sleep, providing valuable

information about an individual’s sleep patterns and overall sleep quality [14–16].

The use of EOG signals in sleep stage classification has become increasingly im-

portant in recent years due to its ease of use, non-invasive nature, and ability to provide

valuable information about an individual’s sleep patterns. With the ongoing develop-

ment of wearable technology, EOG signals are likely to continue playing a significant

role in sleep research and clinical practice.

1.2.3 Electromyogram

In PSG, an Electromyogram (EMG) sensor is usually attached to the chin to measure

muscle activity in this area. While the amplitude of EMG signals is too variable to

directly classify sleep stages, analyzing relative amplitude differences between epochs

and irregular high-frequency components can provide clues to sleep stages, as well as

to body movements, snoring, or wakefulness [13].

It is important to note that EMG signals can be affected by noise from the skin
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Figure 1.4: Electromyogram signal sampled at 200 Hz.

layers, which occurs at frequencies above 500 Hz and below 20 Hz. Therefore, to

extract meaningful information from EMG signals, it is necessary to apply appropriate

filtering techniques, such as bandpass filters with a passband of 20 Hz to 500 Hz [17,

18]. This filtering approach is effective in removing noise and focusing on the relevant

information contained within the signal.

1.2.4 Electrocardiogram

Electrocardiogram (ECG) is a valuable tool for monitoring the heart’s rhythm and

electrical activity. ECG is considered a primary vital signal and is commonly used to

assess the condition of the heart. In sleep studies, ECG is used to monitor basic heart

rate or to detect arrhythmia, an abnormality in physiological rhythm. While ECG can

provide valuable information about the heart’s condition during sleep, it has not been

considered necessary for determining sleep stages [7].

Sleep stage classification typically relies on other signals, mainly EEG combined

with EMG, and EOG, which provide direct information about the state of the brain,

muscles, and eye movements during sleep. However, the use of ECG in sleep stage

classification cannot be entirely ruled out. In certain cases, such as when assessing

sleep-related cardiac events, ECG may provide valuable information about the physi-

ological state of the individual during sleep [4].
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Figure 1.5: Electrocardiogram signal sampled at 200 Hz.

One attempting feature of ECG signal is its ease of acquisition using small and

portable devices, making it a convenient and accessible tool for monitoring heart rate

and detecting arrhythmias in various settings, including during sleep. Therefore, while

ECG is not typically used for determining sleep stages, it remains an important signal

in sleep studies as it can provide valuable information about the heart’s condition dur-

ing sleep. The use of ECG in sleep stage classification may be limited, but it cannot be

entirely ruled out, particularly in cases where assessing cardiac events during sleep is

important.

1.2.5 Heart Rate Variability from ECG

Heart rate variability (HRV) is a significant feature that can be extracted from ECG

signals. HRV reflects the variations in time intervals between consecutive heartbeats,

which is an important indicator of the heart’s autonomic nervous system activity [19].

The HRV signal can be analyzed in the time and frequency domains. The time-

domain features are typically derived from the statistical analysis of the inter-beat

intervals and include measures such as the standard deviation of the normal beats

and the root-mean-square of successive differences between the normal beats. The

frequency-domain features are derived from the power spectral density of the HRV

signal, which Table 1.1a summarizes time-domian HRV features, and Table 1.1b for
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Table 1.1: The representative heart rate variability.

(a) Time-domain features

HRV (unit) Description

SDNN (ms) Standard deviation of the time intervals between successive
normal heart beats (NN).

SDSD (ms) Standard deviation of differences between adjacent R wave
peak interval.

RMSSD (ms) Root mean square of the difference between adjacent R wave
peak interval.

NN50 Number of interval differences of NN greater than 50 ms.
pNN50 (%) Percentage of NN50 out of total NN.
HR statistics

(bpm)
Mean, maximum, minimum, and standard deviation of heart
rate.

(b) Frequency-domain features

HRV (unit) Description

VLF (ms2) Absolute power of the very-low-frequency band (0.003 Hz ∼ 0.04
Hz). This band reflects an intrinsic rhythm produced by the heart.

LF (ms2) Absolute power of the low-frequency band (0.04 Hz ∼ 0.15 Hz).
LF is affected by breathing from 3 to 9 bpm.

HF (ms2) Absolute power of the high-frequency band (0.15 Hz ∼ 0.40 Hz).
Reflect fast changes in beats due to parasympathetic activity.
Also called as the respiratory band and influenced by breathing
from the 9 to 24 bpm.

LF / HF Low frequency to high frequency ratio. Estimation of the balance
between sympathetic and parasympathetic nervous system.

LFNU,
HFNU

Normalized low- or high-frequency power by the summed power of
the low- and high-frequency.
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frequency-domain features.

HRV has been used as a feature in sleep stage classification, and some studies have

shown promising results. However, selecting representative and discriminatory HRV

features for each sleep stage remains a challenge [4,20,21]. Some studies have focused

on feature selection problems using machine learning algorithms such as support vec-

tor machines and decision trees. However, it is not clear whether these solutions are

suitable for deep neural networks trained in an end-to-end manner.

In addition to its potential use in sleep stage classification, HRV has also been

studied in the context of heart-brain interactions, as it reflects the regulation of the

autonomic nervous system and is associated with a variety of physiological processes

such as blood pressure and gut function. Moreover, the use of small and portable de-

vices has made it easier to obtain HRV measurements in various settings, including

during sleep. Therefore, further research is needed to investigate the potential applica-

tions of HRV in sleep studies and beyond.

1.3 Deep Neural Network Architectures

Deep neural networks (DNNs) have recently gained attention due to their versatility

and flexible application to a wide range of tasks. In this study, we utilized fully con-

nected, convolutional, recurrent, and Transformer neural network layers for automatic

sleep stage classification.

DNN layers vary in type, depending on their specialization. The most basic and

straightforward layer is the multilayer perceptron, also known as a fully connected

neural network (FCDNN). This layer connects different dimensional layers or pro-

duces desired outputs from network inputs.

Convolutional neural networks (CNNs) are widely used for producing outcomes

by applying convolution operations to inputs. CNNs are particularly effective when

dealing with inputs of large size, such as images or very long sequences, as they can
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capture the single or multidimensional locality of the inputs. This makes CNNs highly

valuable for generating features from the inputs.

Recurrent neural networks (RNNs) are designed to focus on sequences, order, or

relationships of a series of inputs, which is essential for sleep stage classification.

1.3.1 ContextNet

Figure 1.6a depicts two key component of the ContextNet: depth-separable convo-

lutions and squeeze-and-excitation blocks. These constituents are engineered to con-

serve domain-specific information while augmenting dimensionality [22]. The depth-

separable convolution compartmentalizes convolution operations, thereby minimiz-

ing the interdependence of dimensional information. For spectrogram inputs, it treats

frame-related features and frequency dimension information separately by executing

a 1-dimensional convolution along each respective axis. The squeeze-and-excitation

block applies weight to the channel, depth, or frequency dimension. It compresses

(squeezes) and then re-enhances (excites) the channel dimension information by pro-

cessing it through a quarter-sized and then an original-sized FCDNN. The output from

the excitation layer is then multiplied along the input’s channel axis. As such, each

channel is either intensified or attenuated by the squeeze-and-excitation block, effec-

tively managing the prominence of various features in the input.

1.3.2 Transformer

The Transformer layer or block is introduced in [23] and designed for the context of

machine translation using an encoder-decoder system. However, its powerful ability to

refer to related information and generate refined outputs has led to its application in

various other sequential tasks [24–26]. Transformer networks are particularly effective

for processing inputs of very long length, such as lengthy texts or speech recognition

tasks. As shown in Figure 1.6b, the primary mechanism of the Transformer block is

self-attention. The self-attention block allows each input to identify itself, its position
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(a) The basic block of ContextNet (b) The self-attention block of Transformer

Figure 1.6: The base block of (a) ContextNet and (b) Transformer.

in the sequence, and its relationship to other parts of the sequence. The self-attention

operation consists of three steps. At first, the query and key-value pairs are produced

from each input. The similarity between the query and keys, attention vectors, is calcu-

lated with the softmax function, and produce outputs based on the attention vectors and

values corresponding to the keys. With self-attention, Transformer layers are replacing

RNNs in many sequential tasks and extending their applications.

1.4 Scope of Dissertation

This paper covers sleep stage classification and sleep disorder detection from Chapter 2

to Chapter 4. Chapter 2 investigates the potential and importance of different signals

used in PSG testing for automatic sleep stage classification. We use identical DNN

architectures and experimental methods to test the signals, with a focus on identifying

signals that can be easily acquired in a home setting for preliminary sleep testing.

Chapter 3 examines different approaches to sleep stage modeling and their benefits
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and limitations. We develop sleep models that focus on the sequence of sleep stages

to compensate for the lack of information that inevitably arises when using limited

signal sources. These sleep models function similarly to language models in ASR sys-

tems, and we improve the automatic sleep stage classification system by decoding the

classified sleep stages with the sleep model.

In Chapter 4, we develop a DNN architecture for sleep stage classification using

ECG signals. While ECG signals alone do not provide sufficient information about

sleep stages, we have developed an end-to-end model for ECG-based sleep stage clas-

sification, inspired by the approach used in ASR, specifically by leveraging the se-

quential nature of the data.

In Chapter 5, we develop an audio-based apnea classification model that can clas-

sify four types of apnea events from normal sleep and estimate the apnea-hypopnea

index from the model’s prediction results. We can classify physically interrupted apnea

events from normal sleep using sound and improve the accuracy of apnea-hypopnea

index estimation, although distinguishing brain-related apnea events from other events

relying on sound is challenging.

12



Chapter 2

PERFORMANCE ASSESSMENT OF PARTIAL PSG

SENSORS AND NEURAL NETWEORKS

2.1 Introduction

Sleep-related disorders are becoming increasingly prevalent, leading to a growing de-

mand for sleep tests in clinical settings. Polysomnography (PSG) is the most com-

monly used sleep test and involves the use of sensors such as electroencephalogram

(EEG), electrooculogram (EOG), electromyogram (EMG), electrocardiogram (ECG),

and respiratory sensors to record various physiological signals during sleep. These sig-

nals exhibit characteristic waveforms that correspond to different stages of sleep and

can be used for manual or automated sleep stage classification.

However, PSG-based sleep tests have their limitations. They are expensive and

often uncomfortable, making it difficult for subjects to obtain proper sleep and hin-

dering accurate data acquisition. Among the sensors used, EEG sensors are critical for

conventional sleep stage classification but are very cumbersome to use.

Developing accurate sleep stage classification methods that do not rely on complex

sensors is a challenging task, but this could provide significant advantages in clinical

and academic settings. In this chapter, we aim to establish a more convenient sleep
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stage classification test by assessing the degree of performance loss when EEG sensors

are removed.

Recent studies have used deep neural networks (DNNs) for sleep stage classifica-

tion, with some employing convolutional neural networks (CNNs) for feature genera-

tion and others using simple linear classifiers or recurrent neural networks (RNNs) for

final classification [1, 3, 4, 27–31].

The authors of [1] showed the sleep stage classification results using Haagleanden

Medisch Centrum Sleep Database (HMC) [32]. We also used this public dataset for this

study. The performance of inter- and intra-database models was also analyzed using

additional datasets. The research in [27] used the Montreal Archive of Sleep Studies

dataset and showed sleep stage classification using a hierarchical RNN model [33].

Recent studies focus on the use of wearable devices for assessing the quality of

sleep [34, 35]. However, its primary goal is to provide simple and summarized classi-

fication results, such as the sleep duration, instead of epoch-by-epoch precise results.

The recently developed Transformer model displays a better performance in sequence

learning, capable of taking full advantage of long spans of input data [23]. However,

the application of Transformer models in sleep stage classification needs to be studied.

We use deep neural network technology and compare the performance of sleep

classification with whole or ablated PSG data. A CNN is used for extracting 64-

dimensional features from PSG data [1]. Then, for sleep stage classification with these

features, we compare four DNN algorithms, which are simple linear classifier, fully

connect DNN (FC-DNN), RNN, and Transformer. This study measures the perfor-

mance of these different DNN models when only selected signals in PSG data are

used. Since the removal of some sensor data inevitably introduces an accuracy drop,

we use a more powerful sequence model, Transformer. Whereas conventional mod-

els only utilize short, fragmented local information that lasts from 30 seconds to an

hour at maximum, the Transformer model can analyze extensive data that comprise

the entirety of one night’s sleep.
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We measured the performance of each model when EEG, EOG, and EMG signals

were used, when EEG was omitted, and when ECG was added. We analyze the results

to know the effects of removing some of these sensor signals.

The rest of this chapter is organized as follows. Section 2.2 describes the sleep

stage classification method using deep neural network models. Section 2.3 presents

the performance test results of these models on various combinations of input sensors.

Finally, Section 2.4 draws the conclusion of this study.

2.2 Sleep Stage Classification with Deep Neural Network Mo-

dles

2.2.1 PSG Data and Feature Preparation

We used the public PSG data from the Haagleanden Medisch Centrum Sleep Database

(HMC) [1], which includes a total of 154 sleep records. Among them, three records

(SN014, SN064, SN135) that contain only DC signals were excluded. This PSG con-

tains EEG, EMG, EOG, and ECG signals that are sampled at 256 Hz. Two EEG chan-

nels, one EMG, and one EOG were used in the experiments. According to the annota-

tions, only the time between light-off and light-on was used, and the duration of each

PSG data is about seven to eight hours.

We do not have personal information for each record. However, the aggregated

subject information is available and listed in Table 2.1.

The data was resampled at a frequency of 100 Hz after applying pre-filtering ac-

cording to the method in [1]. For eight hours of data, each channel contains a total of

8 hours ×3,600 seconds/hour ×100 samples/second. This time-series data is divided

into 30-second intervals, which is called an epoch, and classified into one of the five

sleep stages (Wake, REM, N1, N2, and N3).

Each epoch’s label is obtained from the manual classification by medical special-

ists, which is considered the gold standard. The HMC dataset was classified according
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Table 2.1: The aggregated subject information of HMC dataset, recordings of 88 male
and 66 female participants.

Age TIB TST SE AHITST ArITST

Mean 53.8 7.5 6.2 82.7 14.6 20.1
Std. 15.4 1.2 1.5 14.4 17.0 15.2

TIB, time in bed, time from ‘light on’ to ’light off’ in PSG annotation.

TST, total sleep time, time without wake stages.

SE, sleep efficiency, percentage of TST to TIB.

AHI, apnea-hypopnea index, the number of apnea or hypopnea events per an hour.

ArI, arousal index, the arousal per an hour.

to version 2.4 of the American Academy of Sleep Medicine guidelines [7].

2.2.2 Deep Neural Network Models

We use CNN for feature generation from one epoch of input sensor data. The CNN for

feature generation consists of three layers, and each layer contains a convolution layer,

a batch normalization layer, an activation layer, and a pooling layer in order [36]. The

three CNN layers contain 8, 16, and 32 output channels, and the size of the kernel is

101 in the time dimension. The activation layer uses rectified linear units [37]. The

pooling layer employs the average pooling of size 1× 2 with a stride of 2 to maintain

the size of the channel but halve the length. By applying the CNN layers, each epoch

that corresponds to 30 seconds of PSG data is transformed into a 32×325-dimensional

vector. Then, a linear layer is used to form a 64-dimensional feature vector.

The first method to classify the sleep stage is to apply a linear classifier to the 64-

dimensional feature obtained above. In this case, the classification is conducted using

only one epoch of sensor data, without consulting past or future data. This is why we

need several sensor data, including EEG, EOG, and EMG, for sleep classification. Note

that the EEG signal shows particular waveforms corresponding to each sleep stage.

The second method uses FC-DNN with a layer size of 320 and a depth of 2. The

input signal is first converted to 64-dimensional features using CNN, and then the FC-
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DNN processes five epochs of input data, fn−2, fn−1, fn, fn+1, and fn+2, to make

one classification, sn. Since this model consults nearby neighboring inputs as well

as employs deeper models for classification, improved classification over the linear

classifier is expected.

The third method uses an RNN model, where the obtained CNN features are ap-

plied to the long short-term memory (LSTM) RNN model [38]. We use the same

LSTM RNN that was employed in [1], where two layers of bidirectional LSTM mod-

els with a dimension of 64 in each direction were used. Although the RNN model

receives one feature at a time, it has the ability to memorize the past and perform

sequence learning using them. A bidirectional RNN has the ability to utilize both the

past and future contexts. RNN models have been widely used for many sequence learn-

ing applications such as speech recognition and language understanding. However, the

length of the past that can be well remembered is very limited to tens of time steps.

That is, even if a 30-second time step is used, the sleep phase is predicted using only

local information whose length is less than one hour.

We also use the Transformer model for sleep classification as a fourth method [23].

The model consults the entire input sequence for classification. Due to this character-

istic, the model has been recently used a lot for sequence understanding [26, 39–41].

Since eight hours of sleep data consists of 960 epochs, the input length to the Trans-

former is 960. The Transformer model consist of 2 layers, and each layer is represented

with a 64-dimensional vector and the number of heads is two. The feature vector for

every time step is 64 as described above.

In this experiment, if eight hours of data are divided into 30-second units, a total of

960-time steps is obtained. These 960 feature vectors are used as the input of the LSTM

and Transformer model, and are trained to predict the sleep stages (Wake, REM, N1,

N2, and N3) obtained from PSG data. Figure 2.1 shows the feature extraction using

CNN and compares four classification approaches, the linear classifier (Linear), FC-

DNN, RNN, and Transformer models.
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(a) Classification with a linear classifier (b) Classification with FC-DNN model

(c) Classification with LSTM RNN model (d) Classification with Transformer model

(e) Feature generation with CNN model

Figure 2.1: Sleep stage classification with deep neural networks. (2.1e) Feature gen-
eration, (2.1a) linear classifier-, (2.1b) FC-DNN-, (2.1c) LSTM RNN-, and (2.1d)
Transformer-based.
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2.2.3 Performance Measurements

We conducted experiments to compare the performance of the Transformer model with

the existing methods using a linear classifier, FC-DNN and RNN. Cohen’s Kappa (κ)

is used as a metric, which is defined as follows:

κ =
Pa − Pc

1− Pc
(2.1)

Pa =
1

N

∑
1 (2.2)

Pc =
1

N

∑
c

nc × tc, (2.3)

where Pa and Pc accuracy and probability of random agreement, respectively. Here,

c represents the class index, N is the total number of epochs, 1 is 1 if the model

prediction is correct else 0, nc is the number of epochs that model predicts as class c,

and tc denotes the number of epochs belonging to class c. Note that Cohen’s Kappa

eliminates the bonus of randomly predicting the output label.

We also measured the accuracy, precision, recall, and F1 score for each classified

sleep stage. These measures are defined as follows, where TP, TN, FP, and FN mean

true positive, true negative, false positive, and false negative, respectively.

Accuracy =
TN + TP

TP + TN + FP + FN
(2.4)

Precision =
TP

TP + FP
(2.5)

Recall =
TP

TP + FN
(2.6)

F1 = 2× Precision×Recall

Precision+Recall
. (2.7)

Although the results on linear classifier in Table 2.2 reproduce those of [1], our

results are slightly lower. Note that in [1], when splitting the dataset, all data were
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divided into 30-second time steps, then randomly mixed and divided into training,

validation, and test data. As results, one participant’s recordings can be mixed into

training, validation, and test sets. To prevent data mixing strictly, we divide 98 records

out of 151 available records into training, 24 records for validation, and 29 records for

a test.

The accuracy of test data was measured with the model parameters saved when

training showed the highest κ in validation.

2.3 Experimental Results

We employed four kinds of DNN models for performance evaluation, which are the

linear classifier, FC-DNN, RNN, and Transformer. The input features are generated

using CNN. Eliminating some of the sensor signals for sleep measurement helps to re-

lieve the burden of sleep tests. We consider EEG measurements the most burdensome

among EEG, EMG, EOG, and ECG sensors. Thus, we try to measure the performance

when EEG sensor signals are deleted. The combination of input signals used for this

ablation study are (a) EEG, EOG, and EMG, (b) EOG and EMG, (c) EOG, EMG, and

ECG, (d) EMG and ECG, (e) EOG and ECG, (f) ECG, (g) EMG, and (h) EOG. In

experiment (a), we first assess the performance using EEG, EOG, and EMG as the

input. In experiments (b) and (c), the performances when EEG is missing are assessed

using the linear classifier (Linear), FC-DNN, RNN, and Transformer models. The ex-

periments for (d), (e), (f), (g), and (h) are performed using FC-DNN and Transformer

models.

2.3.1 EEG, EOG, and EMG as the input

This experiment utilizes all the data in ordinary PSG data. Linear classifier, FC-DNN,

RNN, and Transformer models are used for the classification. As we can find in Ta-

ble 2.2, the test accuracy improves in the order of Linear, FC-DNN, RNN, and Trans-
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Table 2.2: Cohen’s Kappa and accuracy according to classification models. EEG,
EMG, and EOG are used as input.

Model Context length
Validation set Test set
κ Acc. κ Acc.

Linear 1 epoch 0.72 0.79 0.67 0.75
FC-DNN 5 epochs 0.74 0.80 0.68 0.76
RNN Less than 1 hr 0.74 0.80 0.68 0.76
Transformer Overnight 0.72 0.78 0.70 0.77

former. However, the performance improvements when we employ Transformer is not

substantial. We also show the normalized confusion matrix in Table 2.3, when using

Transformer model. As the normalized confusion matrix in Table 2.3 shows, the recall

for the N1 sleep stage is quite low, about 34%, but those for other stages are fairly high.

About 37% of N1 is misclassified into N2, and 17% is confused into Wake. Some sleep

stage classification methods do not discern N1 and N2 stages because these two stages

are quite confusing [3, 5, 35].

2.3.2 EOG and EMG (no EEG) as the input

This experiment is conducted to know the performance effects when the EEG signal is

missing. Table 2.4 shows the results with only EMG and EOG data. We can find that

the κ value drops by about 0.1 for Linear, RNN, and Transformer models.

Table 2.3: Normalized confusion matrix of the Transformer model with EEG, EMG,
and EOG input on the test set.

Model prediction
W N1 N2 N3 REM SUM

Tr
ue

la
be

l W 0.146 0.011 0.002 0.000 0.002 0.161
N1 0.021 0.040 0.044 0.000 0.013 0.118
N2 0.006 0.010 0.300 0.042 0.014 0.374
N3 0.008 0.000 0.003 0.175 0.000 0.187

REM 0.002 0.003 0.019 0.001 0.135 0.160
SUM 0.184 0.065 0.370 0.218 0.164 1
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Table 2.4: Cohen’s kappa and accuracy of the four models using EOG and EMG inputs,
with the addition of an ECG signal.

Input signals Model
Validation set Test set
κ Acc. κ Acc.

EOG,
EMG

Linear 0.64 0.73 0.60 0.70
FC-DNN 0.68 0.76 0.61 0.71
RNN 0.64 0.73 0.58 0.68
Transformer 0.60 0.70 0.58 0.69

EOG,
EMG,
ECG

Linear 0.60 0.70 0.57 0.68
FC-DNN 0.63 0.72 0.60 0.70
RNN 0.63 0.72 0.59 0.68
Transformer 0.60 0.70 0.61 0.71

2.3.3 EMG, EOG, and ECG as the input

The cardiac signal changes at night with specific patterns. We add ECG to EMG and

EOG to utilize this characteristic. The validation and test accuracies are shown for

Linear, FC-DNN, RNN, and Transformer models in Table 2.4. Table 2.4 shows that

adding ECG signal helps to improve the performances of RNN and Transformer mod-

els, although slightly.

2.3.4 Other ablation of input signal

This subsection describes the performance evaluation of sleep stage classification us-

ing different input combinations, including EMG and ECG, EOG and ECG, only ECG,

hand-picked heart rate variability (HRV) features, only EMG, and only EOG. HRV fea-

tures are generated by the HRV analysis library1 developed by Aura Healthcare with

frequency domain, geometric, Poincare plots, and cardiac sympathetic and vagus in-

dex features for windows 30, 120, and 270 seconds long [42–45]. We used a total of

83 features for the HRV, including the energy difference and the overall mean of the

RR or NN intervals.
1https://github.com/Aura-healthcare/hrv-analysis
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The FC-DNN and Transformer models are used for the evaluation since they out-

perform Linear and RNN models. The performance results are summarized in Ta-

ble 2.5. The FC-DNN model does not converge in training when only ECG is used.

Thus, the result is missing in the Table 2.5. Here we can find that the EOG signal is

the most critical when EEG is not available. With EOG only, we can obtain the Kappa

value of 0.58 using the Transformer model. With EOG only or EOG plus ECG, the

Transformer outperforms the FC-DNN model by a fairly large margin, although both

models show comparable performance when all the input signals are used.

Figure 2.2 shows a comparison of the performance (Cohen’s Kappa) of FC-DNN

and Transformer for different input combinations. The figure shows that the Trans-

former model performs better when the number of sensor signals is reduced.

Regarding only ECG-based sleep classification, Table 2.5 compares the perfor-

mance of CNN-based and hand-picked HRV features. The HRV features show better

performance than the CNN-based ones, but the overall accuracy still needs improve-

ment.

Table 2.5: Cohen’s Kappa and accuracy of each model according to various inputs.
ECG is the CNN-based feature and HRV is the hand-picked feature derived from ECG.

Model
Input

signals
Validation set Test set
κ Acc. κ Acc.

FC-DNN

EMG, ECG 0.19 0.40 0.14 0.37
EOG, ECG 0.49 0.62 0.45 0.59

ECG - - - -
HRV 0.15 0.41 0.16 0.41
EMG 0.20 0.43 0.21 0.43
EOG 0.50 0.63 0.46 0.60

Transformer

EMG, ECG 0.28 0.49 0.27 0.46
EOG, ECG 0.55 0.66 0.53 0.65

ECG 0.14 0.52 0.11 0.39
HRV 0.21 0.45 0.21 0.43
EMG 0.29 0.48 0.27 0.47
EOG 0.64 0.73 0.58 0.69
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Figure 2.2: Cohen‘s Kappa according to ablation of input signals.

2.4 Conclusion

We studied deep neural network-based sleep stage classification and assessed the per-

formance of simplified measurements that employed only EMG, EOG, electrocardio-

gram (ECG), or combinations of them. We find that conventional classifiers, such as

the simple linear classifier or fully-connected deep neural network, show good perfor-

mance when the whole set of polysomnography data is used for sleep stage classifica-

tion, but the Transformer model that analyzes the entirety of one night’s sleep displays

a superior performance when the EEG signal is ablated. When only ECG is used, the

manually selected heart rate variability feature showed better performance than the

convolutional neural network-based one.
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Chapter 3

SLEEP MODEL: A SEQUENCE MODEL FOR PRE-

DICTING THE NEXT SLEEP STAGE

3.1 Introduction

The current prevalence of sleep disorders has resulted in many people seeking help

from psychiatrists or specialists. The sleep test breaks down a sleep period into epochs

that are typically 30 seconds long and assigns a sleep class label to each epoch. While

PSG remains the gold standard for clinical evaluation of sleep, it is impractical for

long-term monitoring of sleep problems at home. In recent years, several surrogate

measures have been studied to reduce the costs and discomfort associated with PSG

testing.

Many sleep classification studies have employed a subset of PSG sensors, includ-

ing single-channel EEG, EMG, EOG, ECG, or PPG [3, 4, 31, 35, 46, 47]. However,

these surrogate tests inevitably result in a drop in accuracy when compared to full PSG.

Deep neural networks (DNN) provide new opportunities to significantly improve the

accuracy of simple sleep tests [27, 48, 49].

The prediction of the next sleep stage can be challenging, but sleep generally fol-

lows typical patterns [50]. It is unlikely that there will be a change in sleep stage at
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every epoch. When observing sleep patterns, short-term inertia or predictability is ev-

ident. Additionally, the sleep pattern typically includes four to six long-term cycles

overnight, each of which comprises both REM and non-REM stages [51, 52].

Our study proposes a sleep model that takes into account the sequential nature of

sleep and leverages it to improve classification accuracy. By relying on sleep mod-

els, it becomes possible to enhance accuracy, especially when using simple surrogate

sensors. The concept of the sleep model is derived from the language model, which

predicts the likelihood of the next word or character in speech or text, based on pre-

vious sequences [53]. Language models are particularly important for improving the

accuracy of speech recognition by providing language-based information that can cor-

rect recognition errors or grammatically infeasible sentences caused by noise or other

disturbances in speech signals [54, 55]. In a similar vein, sleep models aim to learn

and predict the probability of the next sleep stage based on previous observations. Just

like language models, sleep models can provide valuable information that can correct

errors in classification that might be caused by noise or other disturbances in the sleep

signal.

Section 3.2 provides an overview of the related works and background, including

the sleep data and signal processing models used in the study. We also introduce lan-

guage models in this section. In Section 3.3, we present our proposed sleep models and

beam search decoding. Experimental results and analyses are provided in Section 3.4.

Finally, Section 3.5 concludes the study.

3.2 Sleep Data and Background Information

3.2.1 Sleep Dataset

There are many sleep datasets publicly available due to a considerable number of PSG

tests. These sleep datasets serve two purposes: firstly, to extract sleep sequences from

simplified input signals using signal processing and deep neural networks; secondly,
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to develop sleep models based on sleep patterns observed in PSG tests. To this end,

we use the Haagleanden Medisch Centrum Sleep Database (HMC) dataset for the first

purpose, and both HMC and NCH Sleep DataBank (NCHSDB) datasets for the second

purpose [32, 56].

The HMC dataset was partitioned into 98 training, 24 validation, and 29 test sets,

while the NCHSDB dataset used 3036, 379, and 380 records for training, validation,

and testing, respectively. Prior to processing, the signal data underwent pre-filtering

and resampling at a rate of 100 Hz, following the method outlined in [32]. Each epoch

of the time-series data was then assigned to one of five sleep stages (W, REM, N1,

N2, and N3), based on the annotations provided for a sleep recording typically lasting

eight hours.

3.2.2 Signal Model

Our study involved the development of sleep signal-processing models capable of clas-

sifying sleep stages using either the entire PSG data or a subset of it. The aim was to

evaluate the performance of these models in both beam search decoding and greedy

decoding. In conventional automatic sleep-stage classification methods, the sleep class

with the highest probability at each epoch is selected, a process referred to as greedy

decoding in this context.

To build our sleep signal model, we followed the DNN model proposed in [47],

which consisted of feature extraction and classification blocks as depicted in Fig-

ure 3.1.

The input sensor data which included two EEG channels (C4-M1 and C3-M2),

one EMG (chin), and one EOG (E2-E1) channel were applied to the feature extrac-

tion block. The feature extraction block consisted of 3 convolutional neural networks

(CNN) and 1 fully-connected DNN (FC-DNN) [57, 58]. In this block, the eth epoch

that corresponded to 30-second of PSG data, de, was transformed to a 64-dimensional

feature vector, fe. The classification block employed in this study was formed using
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Figure 3.1: Signal model employing deep neural networks.

FC-DNN with a layer size of 320 and a depth of 2. To classify one sleep stage, se,

the classification block processed five epochs of input feature vectors: fe−2, fe−1, fe,

fe+1, and fe+2.

The HMC sleep dataset was used to develop two sleep signal models. The first

model utilized four channels, which included EEG, EOG, and EMG as inputs. The

second model only employed EOG and had a single channel.

3.2.3 Language Model

A language model predicts the probability distribution of the next word in a corpus.

The inspiration for the proposed sleep model came from language models that are fre-

quently used in computational linguistics and probabilistic fields [59,60]. An excellent

example of such a large language model is ChatGPT, which is capable of generating

human-like responses [61].
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Figure 3.2: The sleep model that predicts the probabilities of sleep classes in the next
epoch based on the previous ones.

They are traditionally trained on large corpus of text data, such as Wikipedia or

speech transcriptions [62,63]. Traditionally, n-gram based language models have been

used, but in recent years, DNNs such as LSTM-RNNs or Transformers have gained

popularity due to their superior performance [23, 26, 33, 38, 53]. However, n-gram-

based models are easier to build and require less time for inference [64–66].

3.3 Sleep Model and Beam Search Decoding

3.3.1 Sleep Model

The SLeep Model (SLM) proposed in this study predicts the likelihood of each sleep

class for the next epoch. These classes correspond to one of the five sleep stages, as

shown in Figure 3.2. The SLM was constructed using training data that contains sleep

sequences. Sleep stages exhibit fairly consistent patterns, and the following sleep class

is heavily influenced by the preceding stages, much like language models [50, 51].

We built n-gram SLMs in manner of an n-gram language model. An n-gram SLM

was built in this study by approximating the probability with the number of occur-

rences of certain patterns in the training dataset. The number of occurrences was

counted while traversing the entire sleep-stage sequences in dataset.

For example, a 3-gram (trigram) SLM shows the probability of the next sleep

class based on the previous two sleep classes, which can have 25 (= 52) cases. The
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tri-gram probability of P
(

N3
N1,N2

)
, which is the probability of next stage being N3

following previous N1 and N2 stages, can be approximated as follows:

P

(
N3

N1,N2

)
≈ C (N1,N2,N3)

C (N1,N2)
, (3.1)

where C (N1,N2) denotes the number of occurrences or counts of sleep stages N1

followed by N2 in the data. Thus, the process of building an n-gram model is straight-

forward and the accuracy of prediction generally improves with the increasing value

of n.

However, the above approximation cannot be accurate when the number of counts

in the denominator, for example C (N1,N2) in Equation (3.1), is not sufficiently large,

which is called the data scarcity problem. To avoid the problem of data scarcity, a

large training data is required. Increasing n also results in an exponential growth in

the number of possible cases (= 5n−1). Generally, when the number of counts is very

small, the modeling fallbacks to a lower n [67]. In addition, there should not be a zero-

probability prediction for the next class. Thus, when the numerator count is zero, we

need smoothing that adds small numbers to the numerator and denominator terms to

ensure a computational safety.

A length of 8 hours sleep consists of 960 epochs or sleep stages, thus the total

number of epochs for the HMC training set was approximately 100,000. To obtain a

fairly accurate probability estimation, the number of the denominator count in Equa-

tion (3.1) needs to be around 100. If the sleep sequences are equally distributed, which

is unrealistically optimistic, the number of different sequences that can be formed with

100,000 epochs is about 1,000, which can be approximated to 625 (= 54). Thus, we

consider that the meaningful n-gram size for HMC dataset would be around n = 5.

We also developed SLMs based on the LSTM-RNN architecture by varying the

number of LSTM layers or the hidden dimension of each LSTM layer [38]. The LSTM

is a type of RNN architecture that has internal states to retain latent information from
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previous sequences. This property makes LSTM based SLMs unrestricted by previous

sequence length, in contrast to n-gram models, which are limited to a length of n− 1.

The network architecture of the LSTM based SLM consists of a sleep stage embedding

layer, LSTM layers, and a softmax output layer.

3.3.2 Beam Search Decoding

Typical automatic sleep-stage classification only employs a sleep signal model. In the

signal model, we can simply select the sleep class with the highest probability from

each position in the sequence, which is often called greedy decoding. When surrogate

sensors are used for sleep tests, the accuracy of the signal model with greedy decoding

is not sufficiently high. The recognition accuracy of greedy decoding can be improved

using a SLM. The output of the SLM provides the prior information for sleep classi-

fication. The posterior probability was determined by multiplying, addition in the log

domain, the probability of the signal model (Psig) by that of the SLM (PSLM ) using

Equation (3.2).

logP (se) = logPsig (se|de−2, . . . , de+2)

+ α logPSLM (se|s1, . . . , se−1) ,
(3.2)

where d is input signal, s denotes the sleep stages, e in subscript means the eth epoch,

and α is a parameter that assigns a balanced weight between the signal and sleep

models.

Here, the signal model generates the likelihood of the sleep class using the input

signal, whereas the SLM provides the prior probability. Sleep-stage classification can

be considered a sequence recognition problem, that is, we need to consider the results

over a long time span.

The beam-search-decoding algorithm can select multiple sleep classes for each

epoch in a given sequence [68–70]. This means that even sleep classes that do not

show the highest probability can be saved for further evaluations in the future. Because
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the number of sequence candidates grows exponentially as decoding progresses, 5e in

our case, it is not possible to retain all of them. The algorithm chooses the W -best

alternatives via a hyperparameter known as the beam width. The posterior probability

for each epoch was obtained by multiplying the probabilities obtained from the signal

and sleep models. To determine the most likely beam, the posterior probabilities of

each beam sequence are multiplied, and the resulting probability values are compared

to select the sequence with the highest probability.

3.3.3 Model Details and Metric

We built the n-gram model using KenLM, which implements fall-back, smoothing,

and data compression [71]. We evaluated n-gram models on HMC and NCHSDB

dataset, varying n from 2 to 9, and applied the fall-back option. We also developed

four kinds of LSTM-RNN based SLMs, 2 or 4 LSTM layers with 256 or 1,024 hidden

dimensions on training split of each dataset.

The performance of language models is commonly measured by the perplexity [72].

The perplexity is defined as the inverse probability of the sequence of words, w, nor-

malized by the number of words, N , as shown in Equation 3.3,

Perplexity (w1, w2, . . . , wN ) = N

√
1

P (w1, w2, . . . , wN )
. (3.3)

We also used the perplexity to measure the performance of SLMs. A lower perplexity

value indicates better performance of the SLM in predicting the next sleep stage.

3.4 Experimental Results

3.4.1 n-gram and LSTM-RNN based Sleep Models

Table 3.1 displays the 2-gram (bi-gram) probabilities on the HMC dataset. These prob-

abilities show that when the current sleep stage is N1, the probability of REM stage at
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the next epoch is 8%. As expected, the diagonal terms have high values, indicating the

tendency to repeat the same sleep classes. The transition probability from N1 to N2 is

quite high and exhibits a low inertia of the N1 stage. As a result, classification between

N1 and N2 introduces many errors.

The perplexity of n-gram SLMs, when assessed with the test dataset, is shown in

Figure 3.3. For HMC dataset, it shows that the perplexity decreased as n increased

until n = 5, but then increased thereafter. As described in Section 3.3, the back-off

and smoothing algorithms used in KenLM have an impact on performance distortion

when n is greater than 5. As the size of the NCHSDB dataset is approximately 20

times larger than the HMC dataset, we can expect improved SLM performance and

less sensitivity to n.

We then trained LSTM-RNN based SLMs using the HMC or NCHSDB training

set. Table 3.2 shows the perplexity for different LSTM-RNN based SLM configura-

tions. The numbers in the first column represent the product of the number of layers

and the size of the hidden dimension for each model configuration. The results confirm

that LSTM-RNN based SLMs are superior to n-gram based ones.

The experimental results indicated that the size of training set had a significant im-

pact on the SLM performance. The SLMs trained on the NCHSDB dataset performed

relatively better than those with HMC dataset. These findings suggest that a minimum

of 1,000 records is necessary to train a good SLM.

Table 3.1: 2-gram (bigram) sleep model probability table for HMC train split.

Previous
Sleep Stage

Next Sleep stage

W REM N1 N2 N3

W 0.854 0.001 0.138 0.003 0.000
REM 0.016 0.907 0.066 0.010 0.000
N1 0.109 0.080 0.498 0.311 0.000
N2 0.019 0.014 0.062 0.864 0.040
N3 0.007 0.001 0.007 0.063 0.921

33



Figure 3.3: The test set perplexity of n-gram sleep models with HMC or NCHSDB
dataset.

Table 3.2: The validation and test set perplexities of LSTM-RNN based SLMs trained
with training split of HMC or NCHSDB dataset. The numbers in the first column
represent (the number of layers) × (the size of the hidden dimension) for each SLM.

LSTM-RNN
Sleep Model

HMC NCHSDB

Valid. set Test set Valid. set Test set

2× 256 1.546 1.609 1.293 1.287
2×1024 1.547 1.608 1.291 1.286
4× 256 1.547 1.613 1.293 1.287
4×1024 1.548 1.610 1.291 1.286

The performance of the SLM was affected by the characteristics of the sleep se-

quence, as evidenced by the difference in performance between the LSTM-RNN based

SLM trained on the NCHSDB dataset and tested on the HMC test set.

The SLM was configured with 2 LSTM layers and a hidden dimension of 1,024

and achieved a perplexity of 1.286 on the NCHSDB test set, but only 1.608 on the

HMC dataset. This performance difference can be attributed to the fact that the sleep

patterns in the HMC dataset, which consists of records from adults, differ from those

in the NCHSDB dataset, which is obtained from pediatrics.
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3.4.2 Beam Search Decoding for Combining Signal and Sleep Models

We combined the 4-channel and 1-channel sleep signal models, explained in Sec-

tion 3.2.2, with the LSTM-RNN based SLM through beam-search decoding. We used

a beam width of 128 and searched for the best α on the validation set. The 4-channel

signal model was combined with the LSTM-RNN based SLM from Section 3.4.1 with

an optimum α, as described in Equation (3.2), of 0.12 and a beam width of 128. The

evaluation results are shown in Table 3.3. The classification results based on greedy

decoding for the signal models that do not utilize SLMs are labeled as ‘Signal Model’.

Despite our attempts to improve decoding performance by incorporating the SLM and

varying the α values from 0.2 to 1.5, the results were not notably affected. This is

likely due to the highly informative nature of the 4-channel signal model, which in-

cludes two channels of EEG and one channel each of EMG and EOG. However, when

the 1-channel signal model was combined with the same SLM, there was a 6.5% im-

provement in Kappa score and a 4.3% improvement in accuracy. This improvement

was observed despite the lower accuracy of sleep-stage classification when using EOG

alone compared to the 4-channel PSG signal.

We used a beam width of 128 and searched for the best α on the validation set,

and the results of the α search are listed in Table 3.4. The findings from this study

indicate that the integration of SLMs into sleep-stage classification can offer significant

Table 3.3: The performance of the LSTM-RNN SLMs with 4 or 1 channel signal mod-
els. The SLMs had 2 layers of LSTM with 1,024 hidden dimensions.

Sleep Stage
Classification Model α

Valid. set Test set

Kappa Acc. Kappa Acc.

4-Ch. Signal Model N/A 0.741 0.804 0.680 0.759
+ SLM Decording 0.12 0.680 0.759 0.680 0.759

1-Ch. Signal Model N/A 0.505 0.629 0.464 0.602
+ SLM Decording 0.42 0.596 0.698 0.519 0.644
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Table 3.4: The effect of probability weighting factor. The beam width was 128 and
1-channel signal model with 2×1024 LSTM-RNN SLM was evaluated.

α
Valid. set Test set

Kappa Acc. Kappa Acc.
0.34 0.587 0.692 0.517 0.642
0.38 0.592 0.696 0.516 0.642
0.42 0.596 0.698 0.519 0.644
0.46 0.588 0.693 0.515 0.640
0.50 0.594 0.697 0.511 0.638

benefits, particularly when working with restricted signal information, such as a single

input channel or surrogate signals. This approach shows potential for application in

other input modalities or different contexts to enhance sleep-stage classification.

3.5 Conclusion

Our study proposed sleep models for predicting the next sleep stage, which can signif-

icantly enhance sleep classification accuracy by utilizing information from numerous

sleep-stage sequences and extending the context length. Our models were applied to

sleep-stage classification model using a single EOG sensor. Sleep-stage sequences,

rather than the signal sources, are the only data required to train sleep models, making

them compatible with various sleep archives. Furthermore, once sleep models have

been built, they can be employed in sleep-stage classification using different sensors,

such as PPG, EOG, or ECG.
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Chapter 4

SINGLE-CHANNEL ECG-BASED SLEEP STAGE CLAS-

SIFICATION WITH END-TO-END TRAINABLE DEEP

NEURAL NETWORKS

4.1 Introduction

A reliable and simple sleep test is imperative as sleep disorders are becoming more

prevalent. Polysomnography (PSG) is the conventional standard sleep test that uses

multiple sensors such as electroencephalogram (EEG), electrooculogram (EOG), elec-

tromyography (EMG), electrocardiogram (ECG), and respiration sensors [10]. How-

ever, PSG-based tests are not practical for everyday monitoring due to their inconve-

nience and high cost. A single-channel EEG and EOG test can classify sleep stages,

but it still requires cumbersome sensors that disrupt sleep [46, 47].

To address these issues, we investigated sleep stage classification using single-

channel ECG signals, which are easy to use and commonly used for diagnosing heart

diseases [73]. Although it is more convenient than EEG or EOG, ECG signals alone do

not provide strong information for sleep stage classification. In ECG-based sleep stage

classification, heart rate variability (HRV) is considered the key information [2–5].

HRV reflects the time change between heartbeats and indicates physical and mental
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health states.

In previous studies, researchers primarily utilized manually selected features such

as the mean, median, percentile, and predefined frequency and entropy characteristics

of heart rate and R-peak intervals for ECG-based sleep testing, but selecting the opti-

mal manual features can be challenging. [12]. Research in speech recognition suggests

that neural features that are fully trainable can lead to better results than hand-picked

ones [39]. Inspired by these speech recognition studies, we used a ContextNet applied

to ECG spectrograms to obtain the features [22]. Sleep stage classification can also

benefit from sequence learning algorithms as sleep stages often follow specific se-

quences. Previous studies utilized Convolutional Neural Networks (CNNs) or Recur-

rent Neural Networks (RNNs) for sequence learning, but we employed a Transformer

model to incorporate the entire night’s sequence information [23].

In sleep stage classification, sensor signals are divided into 30-second intervals,

known as epochs. Based on guidelines [7], sleep experts classify each epoch into one

of five stages: wake (W), rapid eye movement (REM), and three non-REM phases (N1,

N2, and N3). These expert-classified labels are used for training and testing.

The structure of this paper is as follows: Section 4.2 provides a brief overview

of the ISRUC-Sleep dataset utilized in the experiments and outlines the preprocessing

method applied. Section 4.3 presents the proposed model. The experimental results are

presented in Section 4.4. Finally, the paper is concluded in Section 4.5.

4.2 Dataset and Preprocessing

This study utilized the publicly available ISRUC-Sleep dataset, consisting of 126 sleep

recordings obtained from the Sleep Medicine Centre of the Hospital of Coimbra Uni-

versity [74], and categorized into five sleep stages: W, REM, N1, N2, and N3, ac-

cording to the American Academy of Sleep Medicine Guidelines [7]. Details of the

ISRUC-Sleep dataset subgroups are provided in Table 4.1.
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Table 4.1: ISRUC-Sleep dataset details. Sub-group2 consists of split sleep recordings
with 8 subjects, resulting in a total of 16 recordings.

Sub-group
Age

(mean, std.)
Subjects

(male, female) Remarks

1 20∼85(51, 16) 100 (55, 45) Subjects with
sleep disorders2 26∼79(47, 19) 8 ( 6, 2)

3 30∼58(40, 10) 10 ( 9, 1) Healthy subjects

Each PSG recording consists of 19 channels, but the X2 channel (ECG) was used

as the input signal, and underwent bandpass filtering with a passband frequency range

from 0.3 Hz to 45 Hz. The filtered signals were then normalized using the Z-score

method, as shown in equation (4.1),

Z
(
sit
)
=

sit −mean(sit0,...,tT−1
)

std(sit0,...,tT−1
)

, (4.1)

where st is a signal value at time t, T is the total length of the signal, and i is the

record identification number in the training or test set. We transformed the filtered

signal, Z
(
sit
)
, into a spectrogram using a short-time Fourier transform (STFT), and

then divided it by the length of each epoch before being normalized using the Z-score

method again. Finally, the normalized spectrogram of each epoch was used as the input

for the model.

4.3 Proposed Model

The proposed model consists of three main components: a feature encoder, a sequence

learning model, and a classifier. The feature encoder extracts the relevant features from

the spectrogram of the ECG signals for each epoch. The sequence learning model then

processes the sequence of feature vectors over the entire night, which can be over 900

epochs in length. Finally, the classifier uses the output of the sequence learning model

to classify the sleep stage for each epoch, as illustrated in Figure 4.1.
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Figure 4.1: The proposed model overview and workflows. Please refer Section 4.3 for
more details.

4.3.1 Feature Encoder

Filterbank layer

The filterbank layer in the feature encoder assigns weights to different frequency bins

to reduce the dimensionality of the ECG signal in the frequency domain. Unlike using

predetermined filterbank frequencies, a trainable layer is employed [27]. In addition,

the output from this layer is modified using SpecAugment, a data augmentation tech-

nique for 2D signals like spectrograms [75]. SpecAugment modifies the spectrogram,

which is an image representation of the ECG waveform, and has been shown to im-

prove test accuracy in the experiments conducted.

ContextNet block

The ContextNet block is a type of CNN-based model that was originally developed

for speech recognition tasks [22]. It employs depth-wise separable convolution and

squeeze-and-excitation modules to extract features from the input signal.

In the depth-wise separable convolution, one-dimensional group convolutions are

applied first along the time dimension without affecting the frequency direction, and
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other convolutions are performed similarly along the frequency dimension. This re-

duces the correlation between the frequency and time dimensions.

The squeeze-and-excitation module takes the average of the inputs along the time

dimension to produce a frequency-dimensional representation, which is then com-

pressed and restored by a bottleneck-structured layer. Finally, the representation is

multiplied with each corresponding frequency-dimensional vector through a sigmoid

activation. Therefore, the squeeze-and-excitation module captures interdependencies

between channels, and it does this by learning channel weights that reflect their rel-

ative importance. This allows the network to focus on the most informative channels

while suppressing irrelevant or noisy ones. This module has been shown to be effective

in various tasks including speech recognition and sleep stage classification.

Projection layer

The projection layer in the feature encoder flattens the output from the ContextNet

block and produces a final output vector that contains the features for each epoch.

This vector is then passed to the sequence learning model for further processing. The

projection layer essentially reduces the output from the ContextNet block, which may

have a high dimensionality due to the use of multiple convolutional layers, to a lower-

dimensional representation that can be easily fed into the sequence learning model.

4.3.2 Sequence Learning Model and Output Classifier

The sleep stage pattern shows some typical sequences, such as transitions from REM

stage to N2 or N3, followed by a return to REM. These rotations between REM and

Non-REM stages occur about 3 to 5 times throughout the night. To leverage the se-

quential nature of sleep stages, our work employed Transformer layers [23]. The Trans-

former layer consists of a self-attention block and a feedforward block, and it has been

widely used in many sequential tasks such as language modeling, speech recognition,

and question-answering problems [24, 26, 39]. The self-attention block characterizes
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each sequential input based on its unique position and relationship to other inputs. It

can use temporal information that does not diminish over distance, unlike RNNs. In

our prior research, we demonstrated that Transformer models performed better than

RNNs in sleep stage classification using EEG, EMG, and EOG signals [47]. In this

system, the Transformer layer processes the sequence of feature vectors over the entire

night, which can be over 900 epochs in length.

The output of the Transformer layer is passed to the classifier, which maps the

output to the probability distribution of sleep stages for each epoch.

4.3.3 Model Details

To process the ECG signals, we first transform them into spectrograms using a 512-

point STFT with 0.5 second ’Hann’ windows and 0.25 second intervals. This results in

spectrograms with 256 frequency bins and 120 time bins, which serve as the input to

the model in the form of a tensor with a shape of (B,L, 256, 120), where B represents

the batch size and L represents the sequence length.

The filterbank layer, shown in Figure 4.1, applies 128 trainable kernels with a size

of 3 and a stride of 2 to the 256-frequency spectrogram, generating 128 outputs. These

outputs are then fed into the feature encoder, which consists of a ContextNet model

with three blocks. The first block has a configuration of (1, 128, 256, 5), and the second

and third blocks have configurations of (5, 256, 256, 5) and (5, 256, 128, 5), respec-

tively. The last ContextNet block performs downsampling by half in the time domain,

and the projection layer consists of a ContextNet block of configuration (2, 128, 64, 5)

and a fully-connected layer with an output size of 256. The final output of the feature

encoder is a tensor of shape (B,L, 256), which is then fed into the sequence learning

model.

The sequence learning model employs a stack of 8 Transformer layers, each having

256-dimensional input and output, 4 attention heads, and a 1,024-dimensional feedfor-

ward block. Finally, the classifier outputs the probabilities of 5 classes for all B × L
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epochs.

4.4 Experimental Results and Comparison

4.4.1 Training and Testing

We measured the performance of the network using Cohen’s kappa score, κ, which

compares two outcomes for the same sample. Therefore, κ is a reliable metric in an

environment with an unbalanced class distribution or a few number of classes.

We performed 5-fold cross-validation experiments, with each fold containing 25

or 26 sleep records. Each fold model started training with random initial parameters,

and we used no validation set. To ensure that recordings from one subject do not exist

in different folds, recordings in subgroup2 resulting from the split sleep test were tied

according to the subject before randomly shuffling all recordings.

We trained the model using the Adam optimizer and a 3-staged learning rate sched-

uler [24, 76]. At first, the learning rate increased linearly from 0 to 0.0005 over 150

iterations. The learning rate was maintained for 1,200 iterations in the second step. In

the final step, the learning rate decreased according to the cosine annealing schedule

for 1,750 iterations. A total of 3,000 training iterations covered approximately 120

epochs in each fold training set. We set B to 4. For each fold, the model was trained

with the same hyper-parameter settings, but with different random seeds.

4.4.2 Results with the Developed Model

Table 4.2 presents a comparison of the results obtained by our proposed method and

previous works. In this comparison, ‘Spectrogram’ indicates our proposed model,

while ‘Signal’ indicates the direct application of ContextNet-based feature extraction

to the input ECG signal. Although the results of directly applying ContextNet to the

ECG signal are not as good as those of the spectrogram, it is still better than the pre-

vious CNN-based model [1]. Our experiments have shown that the spectrogram form
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Table 4.2: Experimental results utilizing the proposed model. The experiment marked
with ∗ represents the average outcome of five trials utilizing different random seeds,
and the experiment marked with † used the model from [1]. We referred [2] to generate
manual features.

Input feature κ Acc.
F1 scores

W N1 N2 N3 REM
Spectrogram∗ 0.473 0.599 0.733 0.312 0.591 0.622 0.556

Manual features 0.436 0.569 0.620 0.270 0.602 0.633 0.563
Signal 0.212 0.398 0.498 0.233 0.442 0.361 0.267
Signal† 0.096 0.340 0.360 0.041 0.288 0.217 0.159

is more suitable for end-to-end neural network training. The results presented in Ta-

ble 4.2 were implemented by us using information from references or correspondence

with authors.

Table 4.3 demonstrates the impact of sequence length and data augmentation on

the performance of the model. We compared the results obtained by using sequence

lengths of 60 and 1 with that using the full overnight sleep sequence length. Note

that the sequence length of 60 corresponds to a duration of 30 minutes. The results

show that increasing the sequence length to the entire duration of overnight sleep

significantly improves the performance of the model. Moreover, the results indicate

that SpecAugment, a powerful data augmentation method that can be applied to 2-

dimensional signals such as spectrograms, plays a critical role in increasing the test

accuracy [75]. Although we also tried other regularization methods such as adding

Gaussian noise, time stretching, inverting amplitude, and amplitude clipping, these

methods did not result in improved performance. It is important to note that ECG is

a one-dimensional signal, and its amplitude does not contain informative information.

In contrast, timing variation is an important factor in the classification of sleep stages,

and there are limited options for data augmentation in this regard.
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4.4.3 Comparison to Previous Research

We compared the experimental results obtained by the proposed method with previous

studies on ECG-based sleep stage classification. Table 4.4 summarizes the compari-

son, indicating that previous studies utilized hand-picked features, while the proposed

method used ContextNet derived features. The hand-picked features used in a pre-

vious study [2] were 182-dimensional and included both time-domain features such

as heart rate, R-R interval, percentiles of HR and RR, etc., and 12 frequency-domain

features. However, the design of these hand-picked features was challenging because

it was a trial-and-error approach [12, 77].

The proposed method evaluated the performance using the Cardiology Challenge

2018 (CinC2018) dataset [78], which was used by a previous study [3]. The previous

study only utilized stable sleep periods that had constant sleep stages within a 5-minute

window. In contrast, our approach considers all epochs in the CinC2018 dataset for 5-

Table 4.3: Cohen’s kappa score and accuracy under various sequence lengths and ap-
plying SpecAugment or not. Other conditions remain unchanged. Results of 5-fold
cross-validation experiments utilizing the proposed model

Sequence length SpecAugment κ Acc.
Overall ◦ 0.477 0.600
Overall × 0.374 0.520

60 ◦ 0.334 0.494
1 ◦ 0.220 0.406

Table 4.4: Comparition with other papers [2–5]. All listed model used one ECG chan-
nel for 4 or 5 stage sleep classification. To convert 5 sleep stages to 4 stages, we merged
the N1 and N2 stages as one stage [2].

Model Method Dataset Record Stage κ Acc.
Mustafa et al. [5] Manual features + LSTM SIESTA 588 4 0.61 0.77
Li et al. [3] Manual features + CNN + SVM CinC2018 994 4 0.31 0.66
Fonseca et al. [4] Manual features + Bayesian discriminant SIESTA 48 4 0.49 0.69
Mitsukura et al. [2] Manual features + RNN N/A 50 5 N/A 0.66

Ours Spectrogram + CNN + Transformer
ISRUC-Sleep

126 4 0.54 0.69
126 5 0.47 0.60

CinC2018
994 4 0.60 0.76
994 5 0.52 0.65
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stage sleep classification, following the same preprocessing and training procedure

as the ISRUC-Sleep dataset. Despite the disadvantage of classifying all epochs, our

results showed good improvement compared to the previous study [3].

The 4-stage classification achieved by the proposed method was also comparable

to another study [5]. However, it’s important to note that study [5] used the test set for

early stopping during training, which might have impacted the accuracy. Our experi-

ments did not consult the test set during training.

Although making a direct comparison between the results of different studies is

challenging due to differences in datasets and experimental settings, the proposed

method achieved superior results despite using a relatively small amount of data. A

previous study on the ISRUC-Sleep dataset, which included EEG, EOG, and EMG,

achieved an accuracy of 71% for 5-stage classification [29],while the proposed method,

which uses only a single ECG channel, achieved an accuracy of 60% in classifying 5

sleep stages, despite the limitations of the input signal.

4.5 Conclusion

We present a neural network model for classifying sleep stages using only single-

channel ECG signals. Our approach focuses on two main goals: (1) using fully neu-

ral network-based trainable features derived from the ECG spectrogram instead of

hand-picked ones and (2) utilizing the entire night’s information for sequence learn-

ing. The model combines ContextNet blocks and Transformer layers to form the fea-

ture encoder and the sequence learning model. The use of spectrogram input provides

the benefit of leveraging SpecAugment, a strong data augmentation technique for two-

dimensional signals. Our results outperformed those of previous studies that employed

many manual features. As the model is trained end-to-end, we anticipate improved re-

sults with the collection of more training data in the future.
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Chapter 5

SOUND-LEVEL TOLERANT SLEEP APNEA DETEC-

TION FROM SLEEP AUDIO

5.1 Introduction

Obstructive sleep apnea (OSA) is a common issue in the general adult population aged

30-70. It affects around 15-50% of the population and is consistently growing [79–

81]. OSA is a recurrent troublesome breath caused by the partial or complete collapse

of the upper airway during sleep. When the upper airway completely collapses, it is

called apnea, and when it partially collapses, it is called hypopnea. The genioglossus

muscle, which is the most important upper airway dilator muscle, contracts with each

inspiration to prevent posterior collapse of the tongue, causing narrowing or blockage

of the airway. If the cause of apnea is a nerve systematic problem, which means that the

brain fails to send a signal to breathe, is called central apnea. When the apnea is caused

by both the nerve system and obstruction in the upper airway, it is called mixed apnea.

OSA is associated with either cortical arousal or a fall in blood oxygen saturation,

resulting in increasing intermittent hypoxemia, sleep fragmentation, vascular disease,

metabolic abnormalities, and inflammation. The sleep analysis manual defines OSA

when the apnea or hypopnea lasts for at least 10 seconds [7].
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Polysomnography (PSG) is the standard diagnostic method for sleep disorders like

OSA. However, due to its cost and time-consuming nature, more affordable and acces-

sible alternatives such as home sleep apnea tests and portable monitoring devices have

been developed, albeit with possibly lower accuracy than PSG [82, 83].

Existing research has attempted to classify apnea events based on sleep audio.

Studies by [84, 85] use features derived from sleep audio while studies [6, 86–88]

employ features from the spectrogram domain. Studies [6, 85, 87] rely on deep neural

network architectures comprising convolutional, recurrent, and transformer layers.

This study introduces a neural network model designed to classify OSA using

audio signals. The proposed model processes sleep sound data from an entire night,

identifying the temporal location of OSA events by classifying them into either 5 or 3

categories every 10 seconds. Adaptable for use on smartphones, this model provides a

convenient, accessible solution for individuals aiming to regularly monitor their sleep

issues. Furthermore, the proposed study calculates the apnea-hypopnea index (AHI)

based on its predictions, indicative of OSA severity. We believe this model offers sig-

nificant potential for those seeking daily sleep health monitoring.

5.2 Datasets

We sourced the publicly available data for this study from the Sleep Study Unit of the

Sismanoglio – Amalia Fleming General Hospital of Athens. The PSG-Audio dataset

comprises 272 polysomnography (PSG) recordings, synchronized with high-quality

audio [89]. In this study, we utilized version 3 of the dataset.

The patients in the PSG-Audio dataset are classified according to sleep apnea

severity, indicated by the Apnea-Hypopnea Index (AHI). The AHI is calculated as the

ratio of the total number of apnea-hypopnea events to the total sleep time, expressed
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in the number of episodes per hour, as shown in Equation 5.1.

AHI =
number of apnea-hypopnea events

total sleep time
episodes/h (5.1)

The severity levels are classified as ‘Severe’, ‘Moderate’, ‘Mild’, and ‘Normal’, with

AHI thresholds of 30, 15, and 5, respectively. In the PSG-Audio dataset, 88.7% of

patients are classified with ‘Severe’ apnea, while 9.0%, 0.9%, and 1.4% are categorized

as ‘Moderate’, ‘Mild’ apnea, and ‘Normal’, respectively. Of all the patients, 76% are

male, and the mean age of the entire cohort is 57.9 years, with a slightly lower mean

age of 57.2 years for females.

The PSG-Audio recordings included in the dataset represent the first part of a split

night sleep study and are approximately 4 hours in duration. In cases where the patient

was not eligible for a split night study, all-night PSG recordings were collected instead.

The microphone used to capture the audio signals is positioned above the patient’s

bed, at a height of over 1 meter, and placed directly above the patient’s head. The

audio signals are sampled at a rate of 48,000 Hz and stored in a 16-bit waveform

audio format. The annotations of the dataset cover various aspects of sleep analysis,

including sleep stages, cardiac episodes, limb movements, respiratory episodes, and

more.

5.2.1 Data Preprocessing

We extracted features from the audio signal using the Mel-filter bank, typically em-

ployed in automatic speech recognition [90]. The data processing pipeline is shown

in Figure 5.1, and consists of a four-step procedure: (1) resampling the signal from

48,000 Hz to 2,000 Hz to minimize computation in the subsequent pipeline, (2) trans-

forming the signal into Mel spectrogram, (3) converting the filter output to a decibel

(dB) scale, and (4) normalize the spectrum in each frequency bin. Our method incor-

porated a 4,096-point short time Fourier transform (STFT), with a Hanning window

49



Figure 5.1: Data processing pipelines.

length of 400 and a slide of 160. The feature output remains unaffected by the ampli-

tude of the input audio due to normalization. However, smaller scale input can be more

vulnerable to environmental noise. The performance is unaffected by the gain of the

microphone because it applies the same gain to both the input signal and the noise.

We categorized the apnea events in the annotation into 5 classes based on an epoch

length of 10 seconds: Obstructive Apnea (OA), Hypopnea (HP), Mixed Apnea (MA),

Central Apnea (CA), and Normal sleep (N). This epoch length was chosen based on

the requirement that apnea events should persist for at least 10 seconds [7]. If an apnea

event spans two continuous epochs, both epochs are marked as part of the apnea event.

5.3 Model Architecture

The developed model comprises a feature extractor and a sequence learning network.

The feature extractor is responsible for drawing relevant information from the input

audio signals, which are then fed into the sequence learning network for classifica-

tion. In this case, the feature extractor network utilizes the ContextNet block as its

primary architecture [22]. The ContextNet block excels at capturing contextual infor-

mation by aggregating information from both past and future context frames, allowing

for a more comprehensive understanding of the context. Figure 5.2 illustrates the Con-

textNet block architecture, which consists of depth-separable convolution, squeeze-

and-excitation, and residual modules.
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The sequence learning network is responsible for capturing the sequential patterns

in the extracted features and making predictions for the apnea event classification task.

The network comprises Transformer layers, a type of neural network architecture that

has proven highly effective for sequence modeling tasks such as natural language pro-

cessing and audio analysis [23, 24, 26, 39].

5.3.1 Feature Extractor Network

Our model incorporates five stacked ContextNet blocks, structured as detailed in Ta-

ble 5.1. Table 5.1 specifies four key parameters pertaining to the ContextNet blocks:

(1) the number of 1-D convolution layers in the depth-separable convolution module,

(2) the quantity of output channels yielded by the ContextNet block, (3) the kernel

size of the depth-wise convolution layer, and (4) whether the block applies downsam-

pling respectively. Upon processing through the final ContextNet block, the output is

flattened along the channel dimension and then directed into a fully-connected neural

network yielding an output size of 256. Consequently, the feature extraction network

outputs a matrix of size L× 256, where L denotes the input epoch length. As a result,

the feature extraction network formulates a 256-dimensional feature vector encapsu-

lating pertinent information for apnea event classification for each input epoch.

5.3.2 Sequence Learning Network

The sequence learning network is responsible for learning the sequential patterns in

the extracted features and making predictions for the apnea event classification task. In

Table 5.1: The configuration of ContextNet blocks.

#Layers #Channels Kernel size Down sampling
3 128 5 ◦
5 128 7 ×
5 128 7 ×
5 128 7 ×
5 64 5 ×
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(a) ContextNet Block

(b) Squeeze-and-Excitation
Module

(c) Depth-Separable Conv.
Module

Figure 5.2: The architecture of ContextNet block, squeeze-and-excitation module and
depth-separable convolution module.

our implementation, the sequence learning network consists of 4 layers of Transformer

with 256-dimensional hidden states [23]. The multi-head attention mechanism in each

Transformer layer has 4 heads, and the dimension of the feed-forward layer is set to

1,024.

Since the duration of apnea events can vary widely from at least 10 sec to over

30 sec, we found it important to capture the context before and after the event to help

identify the start and end points accurately. This is important in accurately classify-

ing apnea events and distinguishing them from other normal or abnormal respiratory

patterns. Therefore, the sequence learning network captures patterns in inter-epochs

52



of continuous 2 to 6 time steps and detects irregular patterns. We limited the Trans-

former attention length to 7 by masking time steps that have a relative distance greater

than 3 [91]. Each input incorporates information from its preceding and subsequent 3

epochs, as well as its own epoch, resulting in a total of 7 epochs or 70 seconds. This

is because we found that a continuous 2 to 6 time steps were enough to classify apnea

events [87].

By utilizing this architecture, we can effectively capture the sequential patterns in

the extracted features and classify apnea events with high accuracy.

5.4 Experimental Results

5.4.1 Data Augmentation

We applied six audio and one spectral augmentation methods to provide regulariza-

tion. The audio augmentations included (1) adding Gaussian noise with absolute am-

plitude values or according to signal-to-noise ratio, (2) adding background noises, and

(3) convolution with a random impulse response [92]. A single augmentation, ran-

domly chosen from these options, was potentially applied to each segment with a 40%

probability.

Table 5.2 presents the results of preliminary experiments conducted on approx-

imately 30% of the dataset. The experiments demonstrate that applying impulse re-

sponse and adding Gaussian noise amplitude are more effective than other methods

in improving the model’s performance on the subset of the validation and test sets,

respectively.

We also employed SpecAugment for spectral augmentation, applying two fre-

quency masks (size 2) and two time masks (size 20) to each epoch’s Mel-filter bank

feature [93].
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Table 5.2: Effectiveness of each augmentation.

Audio
Augmentation

Validation subset Test subset
κ Acc. κ Acc.

- 0.434 0.748 0.439 0.710
Add Background Noise 0.436 0.754 0.431 0.718
Add Gaussian Noise (amplitude) 0.437 0.754 0.453 0.727
Add Gaussian Noise (SNR) 0.438 0.746 0.441 0.717
Apply Impulse Response 0.446 0.752 0.448 0.721
Gain 0.437 0.747 0.446 0.717
Pitch Shift 0.432 0.742 0.444 0.718

5.4.2 Metric

We utilize accuracy and the Cohen’s Kappa score (κ) for the metric of performance of

models. The κ provides a measure of the agreement between the predicted and actual

classes, taking into account the agreement that would be expected by chance alone.

Equation 5.2 is definition of the κ,

κ ≡ 1− 1− p0
1− pe

, (5.2)

where the parameter p0 represents the observed agreement between predicted out-

comes and ground truth labels. Conversely, pe symbolizes the hypothetical probability

of agreement by mere chance, which provides a measure of the random alignment

between the model’s predictions and the actual labels in the dataset. A κ of 1 indi-

cates perfect agreement, while a score of 0 indicates agreement that is no better than

chance. In the case of imbalanced datasets, the κ can be a more informative metric

than accuracy.

5.4.3 Training Details

The PSG-Audio dataset is randomly split into training, validation, and test sets, con-

sisting of 173, 44, and 55 PSGs, respectively. The audio signals in the training set were

divided into segments, each with a length of 64 epochs. This decision was based on
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empirical experiments that demonstrated the inefficiency of shorter or longer segment

lengths. However, in the validation and test sets, we did not segment the audio signals;

instead, we inferred the entire audio.

We utilized BatchNorm, LayerNorm, and Dropout techniques to regularize our

neural networks [36, 94, 95]. Specifically, we applied Dropout between every layer

except before the last classification layer with a probability of 25% to prevent over-

fitting. We trained the model using the Adam optimizer and a 3-staged learning rate

scheduler [24, 76]. The batch size for the training was set to 96.

5.4.4 Apnea Classification

Table 5.3 presents the experimental results of apnea event classifications using dif-

ferent models. Model-0 serves as the baseline model and does not incorporate any

audio augmentation. Conversely, Model-1 employs augmented audio. Given our use

of full-length of sleep audio, we encountered a class imbalance during model training.

Specifically, the normal (N) class comprises about 66% of all epochs. To mitigate this

issue, we applied weighted-cross entropy loss. Model-2 additionally uses weighted-

cross entropy loss, where the class weight is calculated based on the inverse of the

class distributions.

Given that both CA and MA are linked to brain activity, their identification pre-

dominantly relies on electroencephalogram signals from PSG. Consequently, distin-

Table 5.3: The experimental results of 5 and 3 -class apnea classification models.

Apnea
Classes

Model
No.

Audio
Augment

Validation set Test set
κ Acc. κ Acc.

5
0 × 0.445 0.746 0.461 0.722
1 ◦ 0.458 0.751 0.463 0.724
2 ◦ 0.455 0.749 0.464 0.724

3
0 × 0.544 0.802 0.557 0.785
1 ◦ 0.556 0.806 0.571 0.791
2 ◦ 0.561 0.802 0.577 0.790
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Table 5.4: Comprehensive review of related works, including an accuracy of AHI cut-
off models using a cutoff value of 15. Though the accuracy of [6] is not reported, it
demonstrates a sensitivity of 0.81.

Reference No. Dataset #PSG Input feature Model Classes Acc. Year
[84] Private 423 Audio features Machine learning Under / Over AHI cutoff 0.82 2022
[85] Private 61 Audio features CNN+LSTM Under / Over AHI cutoff 0.84 2020
[86] PSG-Audio 50 Mel spectrogram CNN+LSTM Apnea snoring / Normal snoring 0.99 2023
[87] Private 1315 Mel spectrogram SoundSleepNet Apnea / Hypopnea / Normal 0.86 2023
[88] Private 500 Spectrogram CNN+FC Apnea / Normal 0.91 2021
[6] Private 157 Mel spectrogram CNN+FC Under / Over AHI cutoff N/A 2023

This work PSG-Audio 272 Mel spectrogram Contextnet+Transformer Apnea / Hypopnea / Normal 0.79 2023

guishing between CA and MA from OA using solely audio signals poses a consider-

able challenge. Therefore, we’ve opted to consolidate CA and MA into the OA cate-

gory. Table 5.3 presents the experimental results when apnea events are classified into

three categories, namely OA, HP, and N.

Recent studies, summarized in Table 5.4, have primarily employed binary classifi-

cation with audio, utilizing CNN + LSTM or CNN + fully connected layers (FC) [6,

85–88]. Given that the majority of previous works focused on binary classification

using different datasets, comparing our performance with existing studies becomes

challenging. To address this issue, the creation of a large public dataset specifically

designed for this study is crucially needed.

5.4.5 AHI Estimation

Based on the classification results, we estimated AHI of each patient by counting the

number of transient events whose class was not N. With Equation 5.1 in Section 5.2,

we calculated estimated AHI, denoted as AHIE , with the validation set. We performed

a calibration on the results by applying a first-order regression on the ground truth AHI
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values. The calibrated AHI, AHIcal, is given by Equation 5.3,

AHIcal = f (AHIE) , (5.3)

f (x) = p⋆1x+ p⋆0, (5.4)

p⋆0, p
⋆
1 = arg min

p0,p1

i=N∑
i=1

∣∣AHIiT −
(
p1AHIiE + p0

)∣∣2 , (5.5)

where f(x) is a linear function, p⋆0 and p⋆1 are the intercept and slope of the linear

function, respectively. AHIT is the ground truth AHI and i is audio record index from

N audio examples [86].

The AHI estimation results obtained from the best-performing models on the test

set are illustrated in Figure 5.3, including the results after calibration. Each dot in the

graphs represents an example in the test set and the dotted line represents an exact

match between the estimated and the AHI values from PSG. The gray-colored areas

represent the distance below one standard deviation of the difference between the ob-

served and estimated AHI values. The graphs on the right side show calibrated AHI

estimations based on Equation 5.3. The coefficients, p⋆0 and p⋆1, for calibration were

calculated using examples from the validation set.

Figure 5.3b illustrates a histogram and cumulative density of the AHI distance be-

tween observed AHI and estimated AHI from the model. After calibration, the model

captures 96% of test set examples with an AHI distance less than 30 and approximately

80% with an AHI distance less than 15.

The Bland-Altman plot in Figure 5.3c contrasts observed and calibrated AHI. The

horizontal axis indicates the average of the actual and predicted AHI, while the ver-

tical axis displays the corresponding AHI estimation error. The two dotted horizontal

lines denote ±1.96× the standard deviation (SD) of the AHI difference from the mean

difference, corresponding to the 95% limits of agreement. Our analysis infers that the

AHI estimation errors bear no correlation with AHI. Moreover, due to calibration, the

mean of the AHI error gravitates towards zero.
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(a) AHI estimation (left) and after calibration results (right).

(b) AHI estimation distance histogram and ac-
cumulated density.

(c) Bland-Altman plot of observed and cali-
brated AHI.

Figure 5.3: AHI estimation results with the 5-class apnea classification model-2.

Figure 5.4 presents analogous plots derived from the 3-class model. Compared

to the 5-class model, AHI calibration realizes a substantial enhancement. As shown

in Figure 5.4b, both the mean distance and standard deviation (SD) are reduced by

over half following calibration. Prior to calibration, as shown in Figure 5.4c, AHI

estimation encompassed 51% of recordings within a distance less than 30. However,

after calibration, this coverage increased to 95% of the test set examples under the

same distance. Despite these improvements, the Bland-Altman plot for the 3-class

model reveals results similar to those of the 5-class model.
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(a) AHI estimation results. (b) Calibrated AHI estimation results.

(c) Estimation distance histogram and accu-
mulated density.

(d) Bland-Altman plot of observed and cali-
brated AHI.

Figure 5.4: AHI estimation results with the 3-class apnea classification model-2.

We conducted performance tests with varying input audio levels ranging from -20

dB to +20 dB. Throughout the test, no significant performance changes were observed

due to the scale normalization of the input audio at the feature extraction stage, as

illustrated in Figure 5.1. It is evident that lower levels of breathing sound are more

susceptible to environmental noise. To simulate this, we introduced noise correspond-

ing to -30 dB of the reference amplitude. The reference amplitude was determined by

measuring the root-mean-square (RMS) value from the top 10 audios with the highest

RMS in the training set. Consequently, sound samples with lower RMS values were
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disadvantaged in this test. We observed a slight decrease in accuracy in the noise-added

case, from 79.1% to 78.9%. When the noise scale was set to -20 dB, the accuracy fur-

ther dropped to 77.1%.

Table 5.5 presents confusion matrices of the 3-class apnea classification model-2

under the influence of added noise level of -30 dB in sleep audios in the test set.

5.4.6 Ablation Study for Model Design

In this subsection, the network architecture was modified by replacing the feature

extractor or sequence learning network with FC. The modified network models are

FC-Transformer and ContextNet-FC. In the FC-Transformer architecture, the feature

extractor network was replaced with 4 layers of 512 dimensional FC. This network

generates features for Transformer layers by feeding flattened Mel-filter bank features

of an epoch. The input dimension of the first layer is the number of Mel-filter banks

multiplied by duration of an epoch and divided by the stride of STFT. The input and

output dimensions of the other layers are 512. On the other hand, the ContextNet-FC

architecture utilizes the epoch-wise output of the feature extractor to feed a FC with

512 dimensions. This architecture has no capability of learning sequential information.

The Transformer and ContextNet architectures of each model were configured in the

same way as the proposed model. The Mel-filter bank configurations, window length,

Table 5.5: Confusion matrices for the 3-class apnea classification Model-2. The matrix
on the left is derived from the test set, while the one on the right is generated from test
set audio with added noise

Model prediction

AP HP N SUM

Tr
ue

cl
as

s AP 0.24 0.01 0.07 0.32

HP 0.02 0.01 0.05 0.08

N 0.06 0.01 0.54 0.61

SUM 0.32 0.02 0.66 1.00

Model prediction

AP HP N SUM

Tr
ue

cl
as

s AP 0.23 0.01 0.09 0.32

HP 0.02 0.00 0.05 0.08

N 0.05 0.00 0.55 0.61

SUM 0.30 0.02 0.69 1.00

60



Table 5.6: The results with different architectural composition with 5-class apnea clas-
sification.

Feature
extractor

Sequence
learning

Validation set Test set
κ Acc. κ Acc.

ContextNet Transformer 0.445 0.746 0.461 0.722
FC Transformer 0.356 0.714 0.375 0.687

ContextNet FC 0.292 0.679 0.357 0.668

stride of window, and the number of filter banks were fixed at 400, 160, and 34, respec-

tively. Table 5.6 shows the results of each model configuration. These results suggest

that our feature extractor and sequence learning network structure are well-suited for

the apnea classification task, and that each architectural choice is appropriate for the

specific subtask assigned to the network.

5.5 Conclusion

The proposed DNN model predicts the incidence of sleep disturbances by analyz-

ing distinct sounds produced during episodes of apnea or hypopnea. The architecture

comprises a feature extractor leveraging ContextNet and a sequential learning module

utilizing Transformer capabilities. The proposed system predicts one of five possible

categories: Obstructive apnea, Hypopnea, Central apnea, Mixed apnea, and Normal.

Although the classification accuracy for Central and Mixed apnea classes is lower,

the system adeptly predicted Obstructive apnea and Hypopnea, which are more com-

mon. Even when the input sound level fluctuates between ±20 dB, the proposed sys-

tem maintains fairly consistent accuracy, addressing potential issues associated with

smartphone sensitivity and sleep positioning.
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Chapter 6

CONCLUSION

In this dissertation, we discussed data processing, network architectures, and improve-

ment techniques for utilizing biosignals especially Polysomnography (PSG). PSG in-

cludes various signals, Electroencephalogram (EEG), Electrooculogram (EOG), Elec-

tromyogram (EMG), and Electrocardiogram (ECG), that are used as a diagnosis basis

but cost and accessibility of PSG obstruct early screening and appropriate treatment.

This dissertation aims to address the issues associated with PSG by utilizing a simpli-

fied input consisting of a single signal source. The objective is to make daily testing

feasible and accessible from the comfort of one’s own home.

In Chapter 2 of this dissertation, we conducted a comprehensive search for a suit-

able base architecture for a sleep stage classification model. We compared several

models, including a simple fully-connected layer (DNN), a DNN with sequence con-

catenated inputs, a recurrent neural network (RNN), and a Transformer architecture

with a structurally identical convolutional neural network (CNN) as a feature extrac-

tion network. Furthermore, we investigated the efficacy of each PSG signal, including

EEG, EOG, EMG, and ECG, for the sleep stage classification task. While EEG is the

primary source signal for distinguishing sleep stages, it requires sensors to be attached

to the head, which is a burdensome process. Thus, we wanted to exclude EEG from

our analysis while keeping in mind the ease of signal collection. The results showed
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that the exclusion of EEG led to a drop in performance for each combination of signals

and models. However, the Transformer model showed the possibility of a classification

model without EEG signal, as it was able to access the overnight length of the signal

and learn from it.

In Chapter 3, we introduced the SLeep Model (SLM) to improve the performance

of sleep stage classification models using less informative ECG signals. Inspired by

language models used in the decoding process of automatic speech recognition (ASR),

the SLM predicts the next sleep stage based on the previous stages. We explored two

different approaches to build the SLM, including n-gram models and RNN models.

By incorporating the SLM into the sleep stage prediction model through beam search

decoding algorithms, we were able to achieve improved performance. One of the ma-

jor advantages of SLM is that it only requires sleep stage sequences instead of signal

sources to train the models, making it compatible with various sleep archives. Further-

more, once the sleep models have been trained, they can be applied to sleep-stage clas-

sification using different sensors, such as PPG, EOG, or ECG. This flexibility makes

the SLM a promising approach for sleep stage classification in diverse settings and

applications.

In Chapter 4, we proposed a neural network model for sleep stage classification

using only a single-channel ECG signal. We chose ECG signals as input sources due

to their ease of acquisition by mobile devices such as smartwatches and in-house mon-

itors designed for detecting cardiac-related diseases. The proposed model comprises a

feature extraction network based on ContextNet architecture and a sequence modeling

network based on a Transformer layer. Prior to feeding the ECG signal into the model,

we carefully processed it using previously studied characteristics of the ECG signal

and transformed it into a spectrogram format. Unlike previous research that focuses on

heart rate variability and requires a hand-picking process, our proposed model elimi-

nates the feature selection process by feeding the spectrogram-formatted signal to the

model, enabling an end-to-end training process.
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In Chapter 5, we developed a neural network model utilizing sleep audio for the

Apnea-Hypopnea classification task. The approach is based on the fact that apnea or

hypopnea generates characteristic breathing sounds, changes in breath lengths, and

even snoring. We used a neural network architecture similar to the one used in the

sleep stage classification models, consisting of ContextNet followed by Transformer.

The data processing pipeline was adapted from the techniques commonly applied in

ASR tasks. To simulate a scenario in which audio is recorded from a smartphone mi-

crophone, we augmented the audio by adding noises, changing the gain, or applying

room impulse responses to make the model robust against low-quality, in-house au-

dio sampling. Additionally, we estimated the Apnea-Hypopnea Index (AHI) from the

prediction results and calibrated it with the validation results for better AHI estimation.

In summary, this dissertation demonstrates that instead of using complex PSG

tests, it is possible to achieve sleep stage classification and sleep apnea prediction by

utilizing simple sensors such as ECG or smartphones, provided that well-trained deep

neural networks are employed. It is anticipated that this research will greatly contribute

to improving the health of many individuals.
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초록

아동을 포함한 일반적 대중의 낮은 수면의 질은 잠재적으로 인지 능력, 학습,

기억, 심지어 우울증과 심혈관 질환 등 신체적, 정신적 질환의 원인이 된다. 따라서

편안하고안정적인수면은신체적,심리적건강에필수적인요소이다.수면장애는

개인의 다양한 신체적 특성 및 환경적, 정신적 요인들이 복합적으로 작용하여 발

생한다. 따라서 개인적 요인에 따른 불확실성을 극복하고 이용자의 편의를 고려한

수면단계분류모델을만드는것은여러어려움이따른다.

본논문은기존자동음성인식분야의원리와기술을적용하여자동수면단계

분류기를심층신경망아키텍처로개발하여이분야의어려움을극복하고자한다.

첫째로편의성을고려하여개인의불편을초래하고이용에복잡한절차가필요

한뇌파센서를대체하기위해수면다원검사의다양한신호들의가능성을확인하고

여러심층신경망아키텍처들에적용하여성능을비교하였다.이결과를통해심전

도신호하나만사용한자동수면단계분류모델을개발하였다.심전도신호는수면

단계 판정에 필요한 정보가 간접적으로 내재하여 그 정보를 파악하는데 어려움이

따른다. 이를 극복하기 위해 자동 음성인식에서 보편적으로 사용하는 특징 추출기

와 시계열 모델을 결합한 구조를 채택하였다. 특징 추출기는 ContextNet 구조를,

시계열모델은 Transformer구조를사용하여심층신경망모델을구성하였다.특히

하룻밤 전체의 수면 신호를 한꺼번에 다루어 2, 3시간 주기로 발생하는 수면 단계

유형을모델이포착할수있도록하였다.

제한된 수면 신호에서 오는 수면 정보 부족을 보완하기 위해 자연어 처리에서

다루는언어모델에서영감을얻어,수면모델을제안하였다.수면모델은이전수면

단계의시계열정보를바탕으로다음수면단계를예측한다.따라서수면모델은심
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전도신호를바탕으로한수면단계분류모델의예측을보완하여,수면단계예측의

정확성을높일수있었다.

또한,음성인식과관련성을높여,수면중녹음된오디오신호로부터수면무호

흡증을 분류하는 모델을 설계하였다. 이 모델은 수면 오디오에서 네 가지 유형의

수면무호흡증을분류하는것을목표로한다.그중뇌의신경신호문제로발생하는

두 가지 수면 무호흡은 소리만으로 구분이 어려워 정확도가 낮지만, 무호흡, 저 호

흡,정상호흡구별이가능한모델을개발하였다.추가적으로예측결과를바탕으로

수면의 질을 가늠하는 지표 중 하나인 무호흡-저호흡 지수(AHI)를 추정하여 수면

다원검사에서판정한지수와비교하였다.특히 1차식으로추정치를보정하여판정

지수와의차이를감소시켰다.

종합하여본논문은수면과관련된두가지작업(무호흡분류와수면단계분류)

을 수면 오디오와 심전도 신호를 통해 수행할 수 있는 심층 신경망 모델을 제안하

였다. 이러한 모델은 개인이 집에서 쉽게 사용하면서 본인의 수면문제나 무호흡에

관한 정보를 얻을 수 있도록 돕기 때문에 일반 개인의 수면 건강 개선에 이바지할

수있다.우리는특히제한적이고부족한정보를제공하지만,사용의편의성과접근

성이좋은신호에초점을맞춘심층신경망모델을개발하였기때문에모바일기기

적용에높은가능성을가진다.

주요어:수면다원검사,수면단계,수면무호흡증,시계열모델

학번: 2014-21751
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