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Abstract

Efficient Aerodynamic Design
via Data-driven Approaches

Sunwoong Yang

Department of Aerospace Engineering

The Graduate School

Seoul National University

The development of high-performance computing (HPC) technologies has

led to increased interest in accelerating the aerodynamic design process, which

has been hindered by its demanding computational cost. Despite advances in

computational methods and simulation techniques, the aerodynamic design pro-

cess is still burdensome and remains a significant bottleneck. The iterative

nature of the process, coupled with the need for high-fidelity computational

fluid dynamics solvers makes it challenging to achieve short turnaround times

and creative design exploration. To address these challenges, regression models

trained on existing datasets have gained popularity as a way to replace expen-

sive flow simulations or experiments. They help mitigate the overuse of HPC

by improving the efficiency of the design process, from simple prediction of

quantities of interest to design optimization and knowledge extraction.

However, there are several bottlenecks that limit the use of regression mod-

els in the aerodynamic design process. First, aerodynamic design often requires

a high-dimensional input space and therefore, traditional regression models suf-

fer from the curse of dimensionality. As the number of input variables increases,

the number of possible configurations within the input space grows exponen-
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tially. This leads to a sparsity problem, where the number of available data

points is insufficient to cover the high-dimensional space. Second, most popular

regression models are designed to predict a single output, which limits their ap-

plication in high-dimensional output spaces. In multi-output regression tasks,

they are trained independently for each output, so that the required training

time increases linearly with the output dimension, and the correlations within

the outputs are completely ignored. Finally, reliable and efficient uncertainty

quantification (UQ) should be coupled with regression models to account for

the inherent risk associated with the aerodynamic design process. In the con-

text of regression models, since there is always a chance that the predicted

values will not match the actual values, UQ is particularly crucial to provide

information about the reliability or trustworthiness of their predictions. There

are popular regression models for UQ, such as Gaussian process regression and

Bayesian neural networks, but their computational complexity and inefficiency

prevent them from being viable options for engineers who prioritize practicality,

highlighting the need for a reliable and efficient regression model for UQ.

In this regard, the contributions of the dissertation can be summarized as

follows:

1. The high-dimensional input space in aerodynamic design is reduced to the

low-dimensional latent space using dimensionality reduction (DR) tech-

niques. By alleviating the curse of dimensionality with DR techniques,

the feasibility of applying gradient-free optimizers to the reduced input

space is also investigated. For this purpose, inverse design optimization

of the wind turbine airfoil is adopted as a case study. Finally, it is proved

that the original high-dimensional input space can be successfully reduced

using a deep learning-based DR technique, and also the genetic algorithm

is applied within its framework to validate its feasibility to be coupled
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with gradient-free optimizers.

2. The prediction of high-dimensional data is performed using reduced-order

modeling (ROM) techniques. The DR process is required in its procedure

to construct the latent space and this study focuses on the fact that since

it acts as an intermediary in ROM for predicting high-dimensional data,

the latent space inevitably affects ROM performance. In this regard, the

prediction of flow fields around a transonic airfoil is adopted as a case

study, and the physical interpretability of the latent space constructed by

various machine learning-based DR techniques is investigated. Further-

more, the impact of its interpretability on ROM performance is analyzed,

and finally, its significance for the accuracy and efficiency of predicting

high-dimensional output space via ROM is validated.

3. Regression model capable of reliable and efficient UQ is investigated. To

this end, the deep ensembles (DE) approach is analyzed in the task of

predicting missile aerodynamic performance. This simple and scalable DE

method is validated for multi-output regression tasks. Also, since the poor

reliability of the uncertainty quantified by DE is observed, a simple post-

hoc calibration method is applied to DE models to correct the unsatis-

factory uncertainty quality. The results show that the DE technique can

perform more reliable and efficient UQ compared to GPR, which is most

commonly used in engineering fields. Finally, the impact of the proposed

calibration method on DE-based Bayesian optimization is investigated.

Keywords: Aerodynamic Design, Data-driven Approaches, Regression Model-

ing, Generative Modeling, Reduced-order Modeling, Uncertainty Quantification

Student Number: 2020-34020
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Chapter 1

Introduction

1.1 Motivation and objectives

The advent of high-performance computing (HPC) technologies has had

a significant impact on the fields of aerospace design by dramatically reduc-

ing the time required to acquire vast amounts of data. With the ability to

handle large-scale scientific computations with ease, these HPC systems have

greatly advanced the capabilities of computational fluid dynamics (CFD). In

fact, NASA has recognized the pivotal role of HPC in enhancing the impact

of CFD on the aerospace design process by providing improved understand-

ing and insight into critical physical phenomena [2]. Progress in data storage

technologies has also made it possible to store large datasets, including simula-

tion results, historical data, and auxiliary data augmented from existing data,

which can be utilized to enhance the reliability and efficiency of the traditional

aerospace design process. In essence, the combination of HPC technologies and

the resulting big datasets has revolutionized the aerospace design process by

15



enabling engineers to explore creative and superior design candidates, thereby

improving overall performance.

Despite the development of advanced computational methods and simula-

tion techniques, the computational cost of the aerodynamic design process still

remains a significant bottleneck. The iterative nature of its process makes it

challenging to achieve short turnaround times and creative exploration within

the design space. It becomes even worse when coupled with the repetitive exe-

cution of expensive flow simulations such as Reynolds-averaged Navier-Stokes

(RANS) or large eddy simulation (LES), which can significantly increase the

computational time and resources required for the design process. It should be

noted that even RANS has limitations in reliably and accurately capturing tur-

bulent flows with significant regions of separation [2], highlighting that there are

still limitations to using HPC naively in aerodynamic design. Nevertheless, the

benefits of well-designed objects with enhanced aerodynamic efficiency make it

imperative to invest resources in conducting an accurate but demanding aerody-

namic analysis. As a result, aerospace engineers are constantly looking for new

ways to reduce the computational cost of aerodynamic analysis while leveraging

high-fidelity CFD results to improve the accuracy of the aerodynamic design

process.

To overcome this bottleneck, researchers have investigated various tech-

niques to alleviate the computational cost of aerodynamic design. To name a

few, they have attempted to utilize multi-fidelity flow solvers [3, 4, 5, 6], parallel

computing [7, 8, 9], and advanced optimization algorithms [10, 11, 12, 13, 14, 15]

to speed up the flow field calculations or improve the design process efficiency.

Last but not least, one of the most popular approaches is to simply replace

the implementation of flow simulation or experiment by training a regression

model (also known as a surrogate model) on a given dataset and then using it
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to predict quantities of interest (QoIs) [16, 17, 18]. The regression model aims

to mitigate the naive overuse of HPC in the aerodynamic design process, where

computational cost is still limited and burdensome, by exploiting already ob-

tained datasets. This data-driven approach can be extensively extended: from

design space exploration during the design optimization process [19] to the pre-

diction of high-dimensional fields by reduced-order modeling (ROM) [20]. Even

when there are multiple data sources due to different fidelities of data collection

processes, regression models can also be utilized to fuse them [21]. There are a

variety of regression models that engineers can use; to name a few, radial basis

function (RBF) [22], support vector regression (SVR) [23], Gaussian process

regression (GPR) [24], and multilayer perceptron (MLP) [25]. From the per-

spective that the regression model can facilitate the realization of digital twins

by replacing the demanding simulations required within their process [26], its

potential seems boundless.

There are numerous studies that leveraged regression models to accelerate

the aerodynamic design procedure, and their use can be categorized into three

groups: 1) prediction of QoIs, 2) design optimization, and 3) knowledge extrac-

tion. First, the prediction of QoIs based on regression models can be considered

as the simplest application. Espinosa Barcenas et al. [27] used MLP to pre-

dict aerodynamic coefficients of various airfoil and wing configurations. Balla

et al. [28] also used MLP to predict not just the aerodynamic coefficients, but

also the pressure distribution on the surface of airfoils and wings. Sun et al.

[29] conducted the inverse design of airfoil and wing configurations based on

MLP, which directly provides airfoil shapes that fit the required aerodynamic

characteristics.

Second, regression models can be used to speed up the aerodynamic opti-

mization process by serving as cheap-to-evaluate functions. Lee et al. [30] ap-
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plied cluster-based GPR to mitigate prediction errors in composite rotor blade

optimization problems with highly nonlinear QoIs. Chae et al. [31] leveraged

GPR for helicopter rotor shape optimization to improve hover aeroacoustic per-

formance. Song and Keane [32] built GPR model and then conducted a multi-

objective genetic algorithm considering the aerodynamic performance and noise

effects of a three-dimensional subsonic engine nacelle.

Finally, regression models can be leveraged for knowledge extraction from

the given dataset, as the data can be massively augmented by using previously

trained models. This means that engineers can gain insights from large datasets

that are augmented by previously trained models, rather than by collecting new

data. In this regard, Martins and Ning [21] noted that regression models are

helpful when we want to understand the design space, that is, how outputs vary

with respect to inputs. In fact, there are a number of studies that have exploited

regression models to extract insights from the datasets they are interested in.

Obayashi et al. [33] performed data mining techniques to efficiently explore

the design space of a fly-back booster and regional jet wing. Obayashi et al.

[34] demonstrated that design knowledge discovered from visual data mining

techniques can lead to an improved regional jet wing design even after a brief

design exploration. Also, Kanazaki et al. [35] derived the design rules in a three-

element airfoil that the gap and the deflection of the flap have a notable effect

on the lift coefficient during landing and near-stall conditions.

However, there are several bottlenecks that hinder the application of regres-

sion models to the aerodynamic design process. First, aerodynamic design often

demands high-dimensional input (design) space due to high geometric deforma-

tion freedom and various flight conditions. For example, Lyu et al. [36] noted

that at least 200 design variables are required to take full advantage of aerody-

namic shape optimization in transonic wing design. With this high-dimensional
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input space, traditional regression models encounter the curse of dimensionality.

As the number of input variables increases, the number of possible configura-

tions within the input space grows exponentially, making it difficult to explore

the design space thoroughly. This leads to a sparsity problem, where the number

of available data points is insufficient to cover the high-dimensional space, pre-

venting accurate capture of the complex relationships between input and output

variables. Furthermore, also in terms of optimization, high-dimensional design

space makes it infeasible to apply gradient-free optimizers, which typically re-

quire a massive number of evaluations to find reasonable solutions [37, 38].

Considering the fact that gradient-free optimizers are adopted by numerous en-

gineers due to their ability to obtain global optimal solutions in discontinuous

and multimodal problems [16], the infeasibility of gradient-free optimizers can

be considered as an obstacle that we should overcome in order to fully exploit

the advantages of regression models. Finally, in terms of knowledge extraction,

high-dimensional input spaces reduce the ease of physical interpretation due to

the complex relationships between a large number of design variables.

Second, most of the popular regression models, such as RBF, SVR, and

GPR, are devised for predicting a single output, limiting their use in high-

dimensional output spaces. More specifically, in multi-output regression tasks,

these models are trained independently for each output, so that the following

two drawbacks exist. One is that the required training time increases linearly

with the output dimension, which indicates severely degraded efficiency espe-

cially in high-dimensional output tasks. The other is that the correlations within

the outputs are completely ignored [39], so the complex and intricate physical

systems in the real world cannot be accurately modeled. In this context, it has

been demonstrated that multi-output regression methods generally yield better

predictive performance when compared to single-output methods [40, 41, 42].
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Considering that the trend of regression tasks in aerodynamics is moving from

the simple multi-output predictions (e.g., prediction of Cl, Cd, and Cm) to the

prediction of high-dimensional output data such as pressure and velocity fields

around the objects [43, 44, 45], there should be a way to break through this

barrier to the prediction of high-dimensional output spaces.

Finally, reliable uncertainty quantification (UQ) should be coupled with

regression models to account for the inherent risk associated with the aerody-

namic design process. Aerodynamic systems are inherently complex and un-

certainties arise from various sources such as modeling assumptions, numerical

approximations, and experimental measurements. Therefore, neglecting these

uncertainties can lead to significant deviations between the predicted and ac-

tual performance of an aircraft, resulting in suboptimal designs and unexpected

failures in the final system. In the context of regression models, since there is al-

ways a chance that the predicted values will not match the actual values, UQ is

particularly crucial to provide information about the reliability or trustworthi-

ness of their predictions. By coupling the regression models with UQ techniques

such as Bayesian inference or Monte Carlo simulation, engineers can obtain not

only the predictive values but also the variance or confidence intervals of those

predicted outputs. This information can help engineers evaluate the reliabil-

ity of the prediction and make informed decisions about design parameters.

Although there are two popular regression models for UQ, namely GPR and

Bayesian neural networks (BNNs), they cannot be considered efficient for the

purpose of UQ. GPR is notorious for its time complexity of O(n3) and mem-

ory complexity of O(n2), where n denotes the dataset size [46, 47]. Even in

multi-output regression tasks, as mentioned above, the GPR should be trained

for each output independently, which requires linearly increasing training time

with respect to the output dimension. BNNs can perform the multi-output pre-
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diction only with a single regression model, but they require cumbersome and

complicated training algorithms due to significant modifications to the conven-

tional framework of NNs [48, 49, 50], and their additional model parameters

lead to slower convergence [51]. Such computational complexity and inefficiency

prevent GPR and BNNs from being viable options for engineers who prioritize

practicality, highlighting the need for a reliable and efficient regression model

for UQ.

In summary, overcoming these bottlenecks is a prerequisite for applying

regression-based data-driven approaches to real-world engineering problems,

which is directly related to the contributions of this dissertation in the next

section.
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1.2 Contributions of the dissertation

This section summarizes the contributions of the dissertation in terms of

alleviating the three previously mentioned bottlenecks of regression models in

aerodynamic design: 1) high-dimensional input space, 2) high-dimensional out-

put space, and 3) reliable and efficient UQ.

1. The high-dimensional input space in aerodynamic design is reduced to

the low-dimensional latent space using dimensionality reduction (DR)

techniques. Also known as representation learning or manifold learning,

these techniques find the low-dimensional latent representation of high-

dimensional original data. They can significantly reduce the dimension-

ality of the input space to a level suitable for effectively training the

regression models. By alleviating the curse of dimensionality with DR

techniques, the feasibility of applying gradient-free optimizers to the re-

duced input space is also investigated. For this purpose, inverse design

optimization of the wind turbine airfoil is adopted as a case study. This

case study finally proves that the original high-dimensional input space

can be successfully reduced using a deep learning-based DR technique,

and also the genetic algorithm (GA) is applied to its framework to vali-

date its feasibility to be coupled with gradient-free optimizers.

2. Prediction of high-dimensional data is performed using reduced-order

modeling (ROM) techniques. ROM specializes in predicting high-dimensional

QoIs by treating a high-fidelity CFD simulation as a black-box function

and learning simplified models in a data-driven manner. As in the case

of the high-dimensional input space, the DR process is again required in

its procedure to construct the latent space. And this study focuses on

the fact that since this latent space acts as an intermediary in ROM, it
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inevitably affects the performance of ROM. In this regard, the prediction

of flow fields around a transonic airfoil is adopted as a case study, and

the physical interpretability of the latent space constructed by various

machine learning-based DR techniques is investigated. Furthermore, the

impact of its interpretability on ROM performance is analyzed, and fi-

nally, its significance is validated in terms of accuracy and efficiency for

predicting high-dimensional output space via ROM.

3. Regression model capable of reliable and efficient UQ is investigated. To

this end, the deep ensembles (DE) approach is analyzed in the task of pre-

dicting missile aerodynamic performance. DE is based on neural networks

so all of the following are viable: universal approximation capability, scal-

ability to large datasets, and multi-output regression. Last but not least,

it is able to quantify the predictive uncertainty by a simple modification

of the MLP structure. This dissertation aims to validate this simple and

scalable DE method for multi-output regression tasks, which are the most

common problems in practical engineering disciplines. The most popular

regression model capable of UQ in engineering fields but not scalable to

large datasets, GPR, is also compared with DE. Not only the validation is

performed, but since the poor reliability of quantified uncertainty by DE

is observed, a simple post-hoc calibration method is applied to DE models

to correct the unsatisfactory uncertainty quality. The results show that

the DE technique with calibration can perform more reliable and efficient

UQ compared to GPR. Finally, the impact of the calibration method

on Bayesian optimization is examined, verifying the fact that whether

the DE is calibrated or not can result in completely different exploration

characteristics during Bayesian optimization.
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1.3 Overview of the dissertation

The remaining chapters of this dissertation are structured as follows:

• Chapter 2 explores effective training approaches for regression models

in the context of high-dimensional input spaces. The case study focuses

on the inverse design optimization of wind turbine blade airfoils.

• Chapter 3 then analyzes how the high-dimensional output space can be

efficiently predicted by ROM. In this case, the flow field prediction of the

transonic airfoil is conducted.

• Chapter 4 examines the feasibility of the DE regression model to quan-

tify reliable predictive uncertainty in the multi-output regression task. To

this end, the case study of predicting multiple aerodynamic coefficients of

the missile configuration is adopted.

• Chapter 5 presents the concluding remarks and outlines future directions

of this dissertation.
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Chapter 2

High-dimensional input space

The work in this chapter was published in the Engineering with Computers

[18].

2.1 Introduction

This chapter aims to address the high-dimensional input space that hinders

the efficient application of regression models to aerodynamic design by reducing

it to the low-dimensional latent space using DR techniques. By alleviating the

curse of dimensionality with DR techniques, the feasibility of applying gradient-

free optimizers to the reduced input space is also investigated. For this purpose,

an inverse design optimization of the wind turbine airfoil is adopted as a case

study, since the inverse design often requires high-dimensional input consisting

of physical characteristics. The rest of this section highlights why the selected

case study—inverse design optimization for the airfoil—is crucial in the aero-

dynamic design discipline, and how this dissertation successfully mitigates the
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problems arising from the high-dimensional design space.

Recent advances in high-performance computing have enabled aerodynamic

engineers to use high-fidelity analyses, offering a wide range of options in the

aerodynamic shape design process. Accordingly, numerous novel design method-

ologies have been developed, most of which are based on two conventional aero-

dynamic design methods: inverse and direct design approaches [52, 53, 54].

In particular, inverse design is computationally efficient in that the desired

target performance distribution is explicitly defined and the corresponding de-

sign shape can be calculated with a few iterations coupled with a flow solver

[55, 56, 57].

However, the inverse method also has a critical disadvantage: whenever the

target distribution changes, an iterative process to find the design shape match-

ing the target distribution should be repeated. Considering that most design

stages require significant trial and error, this process undermines the efficiency

of the inverse design. Therefore, several researchers have used a surrogate model

in inverse design to avoid this iterative process. In particular, multi-layer per-

ceptron (MLP) surrogate models have been widely used owing to their universal

approximation property [58]. Kharal and Saleem [59] and Sun et al. [29] used

aerodynamic QoIs as the inputs of a MLP model to obtain airfoil shape param-

eters as the output during the inverse design procedure. Wang et al. [60] also

applied MLP for the same purpose, but additionally performed dimensional

reduction of input data to reduce the database size required for model training.

Though these studies do not require iterative procedures coupled with the

flow solver, they still require the predefined performance distribution. For an

efficient inverse design, an appropriate aerodynamic performance should be de-

fined, which is highly dependent on the designer’s engineering knowledge and

experience. This ambiguity in specifying the target distribution has inspired
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researchers to optimize it. Obayashi and Takanashi [61] and Kim and Rho [62]

used control points-based techniques to parameterize the pressure distributions,

and then optimized the distribution using GA. In these inverse design optimiza-

tion processes, the aerodynamic QoIs of the distribution were obtained through

theoretical/empirical predictions, and a number of constraints were imposed to

ensure the reality of the distribution. For instance, Obayashi and Takanashi [61]

estimated the viscous drag using the Squire–Young empirical formula and im-

posed six constraints for realistic pressure coefficient (Cp) distributions. Though

these studies attempted to deal with the fundamental limitation of the inverse

design method, the following problems still exist: 1) loss of the diverse repre-

sentation capacity of the Cp distribution due to parameterization; 2) excessive

constraints to ensure a realistic Cp distribution; 3) discrepancies between the

QoI predicted theoretically/empirically and those calculated using a flow solver;

and 4) impossibility of explicitly imposing geometric constraints on the design

shape.

To address the limitations of the representation capacity, QoI discrepancies,

and excessive constraints, Zhu et al. [63] reduced the dimension of the Cp dis-

tribution data via proper orthogonal decomposition (POD) and used the SVR

model to predict the aerodynamic performance of the airfoil from the reduced

Cp data. Then, a GA was implemented to optimize the Cp distribution coupled

with POD and SVR. Finally, the airfoil shape corresponding to the optimized

pressure distribution was obtained in an iterative manner coupled with the flow

solver. However, the limitation of geometric constraints has not been still ad-

dressed since the prediction of the design shape is separated from the pressure

optimization process. Therefore, when the shape predicted by the inverse design

violates geometric constraints, the design process should be traced back to the

optimization process. Additionally, at the optimum solution, the discrepancy
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between the pressure distributions from prediction and calculation is noticeable,

which indicates the low accuracy of its framework.

The drawbacks of the previous inverse design studies presented so far should

be overcome by applying novel techniques in that computational efficiency, an

essential advantage of inverse design, cannot be fully exploited. Therefore, this

chapter proposes an inverse design optimization framework with a two-step deep

learning approach. This approach refers to the sequential coupling of two deep

learning models: variational autoencoder (VAE) [64] and MLP [25]. The VAE

and MLP were used to generate a realistic target distribution and to predict the

QoI and shape parameters from the generated distribution, respectively. Then,

target distribution optimization was performed as the inverse design optimiza-

tion based on this approach. Active learning and transfer learning strategies

were applied to improve the accuracy of the two-step approach-based optimiza-

tion with reasonable computational cost. The proposed inverse design optimiza-

tion framework via a two-step deep learning approach was validated through

aerodynamic shape optimization problems of the airfoil in wind turbine blades,

where inverse design is actively being applied.

This chapter is organized as follows. Sec. 2.2 describes the mathematical

background of two deep learning models used in the inverse design optimization

framework. Sec. 2.3 presents the scheme of the proposed framework. In Sec.

2.4, validation of the framework with application to a wind turbine airfoil is

performed and the results are discussed. Finally, Sec. 2.5 concludes the study,

emphasizing the flexibility of the presented framework.
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2.2 Methodologies

2.2.1 Multi-layer perceptron (MLP)

Engineers from various disciplines have been drawn to MLP due to their

universal approximation capability [58, 65], scalability to large datasets through

mini-batch training [66], and capability of predicting multi-output using a single

regression model. This section provides a brief theoretical overview of the MLP,

which is often referred to as neural networks (NNs).

The feed-forward mechanism propagates the data obtained from the input

layer of MLP to the output layer. In this procedure, information moves via an

affine transformation from the input layer to the output layer as follows:

y = Wx+ b, (2.1)

where x is a vector of nodes in the input layer and y is that in the output

layer. W and b are the weight matrix and bias vector between the input and

output layers, respectively. Regardless of the number of hidden layers between

the input and output layers, nonlinearity between x and y cannot be captured

since they are linearly correlated in Eq. 2.1. In this context, the concept of

an activation function that modifies the output of MLP is introduced. By in-

corporating nonlinear activation functions at each layer, MLP becomes able

to perform nonlinear modeling. A variety of nonlinear activation functions are

available, including the LeakyReLU function [67], which is as follows:

f(x) =


x, if x ≥ 0

ax, otherwise

(2.2)

where a stands for a non-zero small gradient (0.01 for this study). In order to

simulate nonlinear behavior, the MLP model then applies an activation function
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(Eq. 2.2) to the output of the previous layer. The correspondingly transformed

output is then utilized as the input for the subsequent layer. This process,

known as feed-forward, is repeated through the hidden layers.

However, the feed-forward itself cannot achieve the expected accuracy be-

cause it lacks an algorithm for adaptively training the parameters of MLP,

namely weights (W ) and biases (b). To address this issue, the backpropaga-

tion training algorithm was introduced, which minimizes the loss function by

adjusting the parameters to make the predicted values of the MLP similar to

the desired target values as the training progresses [68]. To achieve this, gradi-

ent descent optimization techniques, such as Adagrad [69], RMSprop [70], and

Adam [71], are utilized to minimize the loss function. In particular, Adam has

become increasingly popular due to its strengths in dealing with sparse gra-

dients and non-stationary objectives, combining Adagrad and RMSprop [71].

As the feed-forward process and backpropagation with gradient descent are re-

peated iteratively, the loss function will decrease to the desired level so that the

training can be stopped. The converged weights and biases of the MLP model

can then be used to perform almost real-time predictions using the feed-forward

operation. Only the essential aspects of MLP are presented here, as many stud-

ies have already described them. More information on MLP can be found in

Goodfellow et al. [25].

2.2.2 Autoencoder (AE)

The AE model is a widely used deep learning-based DR technique. The main

objective of the AE is to output exactly what is inputted. Its structure consists

of two parts: an encoder and a decoder. The input of the AE, x, is entered into

the encoder for the compression and exits as latent variables (LVs), z. Then, z

enters the decoder and exits as reconstructed data x̃. The encoder and decoder
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consist of MLP, which makes it possible to model nonlinearity in the reduction

and reconstruction processes. Because the objective of training the AE model

is to reconstruct x̃ similar to the original data x, the loss function is defined

by Eq. 2.3, where N denotes the number of data samples. Although its loss

function is defined by the mean square error (MSE) in this study, any other

error metrics, such as the binary cross entropy between x and x̃, can be used

depending on the properties of the data. Note that the adopted MSE is the

summation in both sample-wise and element-wise directions.

LAE =
1

N

N∑
i=1

(xi − x̃i)
2, (2.3)

However, this AE model has an obvious limitation: there is no training

algorithm for guaranteeing a regularized latent space. Herein, the expression

“regularized latent space” means that the latent space is trained to be smooth

and continuous; thus, when inputs x1 and x2 are similar (or close), their cor-

responding mapped latent values, z1 and z2, should also be similar [72]. In AE

model, as the original input x becomes condensed layer-by-layer through the

encoder, its representation becomes increasingly abstract [73]. Therefore, the

output of the encoder z is not guaranteed to be regularized in the training pro-

cedure of the AE. This explains why the decoder part of the AE model cannot

be used as a generative model: the trained latent space is irregular and therefore

its correlation with the reconstructed data is abstract.

2.2.3 Variational autoencoder (VAE)

A number of studies have focused on the limitations of this unregularized

latent space trained by an AE and have alternatively applied VAE in their

framework. The structure of the VAE is similar to that of the AE. One major

difference is that VAE stochastically extracts the latent space z via random
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sampling, whereas the AE model obtains its latent space deterministically.

The mathematical formulae for the VAE model are presented below (for

further details, please refer to these references [64, 18]). Let’s consider reducing

the original dataset X = {xi}Ni=1 (assumed to be independently and identically

distributed) to the latent space z using the VAE model. In the inference of z

fromX, variational inference is adopted due to the intractability of the posterior

pθ(z|x), where θ is a parameter of the VAE model (to be more specific, it is in-

tractable owing to the likelihood of pθ(z)). Therefore, instead of the intractable

posterior pθ(z|x), the VAE is trained to obtain its substitute, qϕ(z|x) (ϕ is a

variational parameter). Then, the log-likelihood of pθ(x) can be expressed as:

log(pθ(x)) =

∫
log (

pθ(x, z)

qϕ(z|x)
)qϕ(z|x)dz+

∫
log (

qϕ(z|x)
pθ(z|x)

)qϕ(z|x)dz, (2.4)

where the second term on the right-hand side (RHS) is the KL-divergence of

qϕ(z|x) from pθ(z|x), KL(qϕ(z|x)||pθ(z|x)), which is always non-negative ac-

cording to its definition (KL-divergence is a measurement of the statistical dis-

tance between two probability distributions). Therefore, the first term on the

RHS becomes the lower bound of the log-likelihood and the problem of maxi-

mizing the log-likelihood becomes the problem of maximizing the lower bound.

This lower bound can be expressed as:∫
log (

pθ(x, z)

qϕ(z|x)
)qϕ(z|x)dz = Eqϕ(z|x)[log pθ(x|z)]−

∫
log (

qϕ(z|x)
pθ(z)

)qϕ(z|x)dz,

(2.5)

where the first and second terms on the RHS are the reconstruction error and

KL-divergence of qϕ(z|x) from pθ(z), respectively. However, owing to the exis-

tence of qϕ(z|x) in the reconstruction error, the back-propagation process can-

not be performed, and calculating the gradient of the reconstruction error with

respect to ϕ is problematic due to the posterior qϕ(z|x). Therefore, a “repa-

rameterization trick” is adopted, which allows for back-propagation during the
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sampling process. The concept behind this trick is to sample z from the auxil-

iary noise variable ϵ ∼ N(0, 12): this random sampling makes the latent space

in the VAE stochastically determined. To be more specific, the kth LV (zk) is

assumed to follow the distribution below:

zk = µk + σk ⊙ ϵ. (2.6)

where ⊙ denotes Hadamard product (element-wise product). Accordingly, the

KL-divergence, the second term on the RHS in Eq. 2.5 can be rewritten as

below when the posterior qϕ(z|x) and prior pθ(z) are assumed to follow the

Gaussian distribution N(µ, σ2) and N(0, I2), respectively.

KL(qϕ(z|x)||pθ(z)) =
1

2

d∑
k=1

(σ2
k + µ2

k − (log(σ2
k) + 1)), (2.7)

where µk and σk represent the mean and standard deviation used during the

reparameterization of zk, and d denotes the dimension of the latent space.

Herein, as the posterior approximation qϕ(z|x) becomes similar to the prior

pθ(z), the KL-divergence decreases. Finally, the loss function of VAE model

can be formulated as in Eq. 2.8, which consists of the reconstruction error

(MSE term) and regularizer (KL-divergence term). Since the KL-divergence

term serves to regularize the latent space to be trained, it is also called regu-

larization loss. It induces a sparser latent space [64, 74, 75, 76] just as the L1

regularization term makes the model sparse in the Lasso regression [77].

LV AE = LAE +KL(qϕ(z|x)||pθ(z))

=
1

N

N∑
i=1

(xi − x̃i)
2

︸ ︷︷ ︸
reconstruction

error

+
1

2

d∑
k=1

(σ2
k + µ2

k − (log(σ2
k) + 1))︸ ︷︷ ︸

regularization
error

. (2.8)
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2.3 Inverse design optimization framework

2.3.1 Two-step deep learning approach

This section demonstrates the two-step deep learning approach, which is

the combination of the VAE and MLP models. First, VAE is trained with the

target performance distributions of the training data. When the training is

completed, only the decoder part of the VAE model is used; it operates as a

data generator that receives a low-dimensional latent variable and outputs a

realistic high-dimensional target distribution. Then, the MLP is trained to pre-

dict QoIs and shape parameters from the target distribution. This regression

process is more efficient and accurate than previous inverse design studies by

eliminating the need for iterations and theoretical/empirical assumptions (pre-

diction can be performed almost in real-time). In this study, these two deep

learning models, the decoder of the VAE and MLP, are utilized sequentially;

the decoder generates the distribution once it receives the latent variable, and

the MLP outputs QoIs and shape parameters from this generated distribution.

This structure refers to a two-step deep learning approach and its flowchart is

shown in Fig. 2.1.

Figure 2.1: Flowchart of the two-step deep learning approach.

2.3.2 Target distribution optimization

The two-step deep learning approach allows mapping from the latent space

of the target performance distribution to QoIs and shape parameters. Therefore,
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the optimization of the target distribution can be performed based on this

approach, where the inputs of the corresponding approach (LVs) are used as

the optimization variable, and the outputs (QoIs and shape parameters) as the

objective functions and constraints. In this study, since the shape parameters

are incorporated into the target distribution optimization procedure, geometric

constraints can be imposed explicitly. At the end of the optimization, numerical

validation is performed regarding the optimum solutions by comparing the QoIs

predicted using the two-step approach and QoIs calculated using the numerical

flow solver. The inverse design optimization framework terminates when the

differences in these values satisfy the error criterion. If not, the process described

in Sec. 2.3.3 is repeated until it is satisfied.

2.3.3 Active learning and transfer learning

Since VAE and MLP models are trained with initial training data, the opti-

mization based on them is unlikely to meet the desired accuracy at once. There-

fore, surrogate-based optimization studies usually add training data repeatedly

to increase the accuracy of the surrogate model. This technique is called the

pool-based active learning strategy (or adaptive sampling) and is adopted in

this study for an accurate inverse design optimization framework [78, 79]. When

the error criterion at optimum solutions is not satisfied (as presented at the end

of Sec 2.3.2), these solutions were added to the previous dataset and the deep

learning models were trained again. In the training procedure based on data

splitting, which splits the full dataset into training and test data, the designs

newly added at every iteration in the active learning process should be incor-

porated into the training data to maximize the efficiency of its process. This is

because to reflect the newly added designs directly in the model training, they

should be included in the training dataset, not the test dataset (test data is not
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used directly in model training). Then, optimization and numerical validation

were performed based on these retrained models. This active learning strategy

continues until the error between the QoI from the two-step deep learning ap-

proach and those from the numerical solver decreases so that they satisfy a

predefined error criterion.

Although the active learning process was applied to effectively improve the

accuracy of the framework, restarting model training with randomly initialized

weights and biases at every iteration can severely degrade the computational

efficiency. Moreover, in general, when adding new data via active learning, the

model does not change significantly compared with that of the previous itera-

tion, as only a small amount of data is added to the existing data. Therefore,

this study used a parameter-based transfer learning strategy [80]. This tech-

nique ensures that the weights and biases of the previously trained models are

transferred to the models to be newly trained [81, 82, 83]. Combining these

two strategies, iterative active learning for model accuracy can be efficiently

performed through transfer learning. The flowchart of the inverse design op-

timization framework, which summarizes the contents of Sec. 2.3, is shown in

Fig. 2.2.
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Figure 2.2: Flowchart of the inverse design optimization framework.
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2.4 Framework validation: optimization of the airfoil

for wind turbine blades

The proposed inverse design optimization framework can be applied to

all inverse design problems in any engineering field. Specifically, in aerospace

engineering, inverse design is actively being applied to wind turbine design

[84, 85, 86]; therefore, to verify the accuracy, effectiveness, and robustness of

this framework, airfoil optimization of a megawatt-class wind turbine is chosen

as the application. For its airfoil design, structural and aerodynamic perfor-

mances are mainly considered. In particular, the airfoil at the blade tip is known

to be critical for the aerodynamic performance of the blade. This study aims

to optimize the airfoil at the tip of the blade, mostly taking into account its

aerodynamic properties (structural performance is indirectly considered by the

airfoil area). Single-objective and multi-objective optimizations are performed

to demonstrate the versatility of the proposed framework in different optimiza-

tion problems. The following sections describe the optimization problems (Sec.

2.4.1), architectures of the two-step deep learning models used in the inverse

design optimization (Sec. 2.4.2), and the results and discussion of the single-

objective and multi-objective optimizations (Sec. 2.4.3 and 2.4.4).

2.4.1 Optimization of the airfoil in wind turbine blades

This section presents the optimization problems of the airfoil of a wind

turbine blade tip region. Sec. 2.4.1.1 presents the validation of the numerical

flow solver used in this study, and Sec. 2.4.1.2 presents the problem definitions

for the optimization.
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2.4.1.1 Flow solver

Xfoil is a two-dimensional panel code capable of viscous/inviscid analysis,

and it derives accurate results in a very short time when used appropriately

[87]. Because a wind turbine operates at relatively low Reynolds numbers, nu-

merous wind turbine airfoil design studies have used this solver [88, 89, 90]. In

this study, Xfoil is adopted to calculate the aerodynamic QoIs with reasonable

computational cost. It should be noted that the proposed inverse design opti-

mization framework can be coupled with any numerical solver with arbitrary

QoIs.

Although Xfoil is a well-known and widely used solver, solver validation

using experimental results is performed [1]. The experimental data are based on

the GA(W)-1 airfoil with Reynolds of 6.3106, Mach of 0.15, and angle of attack

of 8.02° (the flow conditions of the validation are intended to be similar to

those of subsequent airfoil optimizations). Accordingly, it is confirmed that this

flow solver is appropriate for the wind turbine airfoil optimization performed

in this study since it predicts a pressure distribution almost identical to that

from experiments (Fig. 2.3).

Figure 2.3: Comparison of pressure distributions from Xfoil and experimental

results in Ref. [1] (adopted airfoil configuration is also visualized).
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2.4.1.2 Optimization problem definitions

Before performing the optimization, the optimization problems are defined

first. There are numerous parameterization methods for representing the airfoil

shape, such as PARSEC, B-spline, and class-shape transformation (CST) [91,

92, 93]. In this study, PARSEC parameters are adopted as they were originally

introduced due to their close relationship with the aerodynamic characteristics

[19]. There are 11 PARSEC variables and among them, six are used as shown

in Fig. 2.4: namely RL.E. (leading-edge radius), Xup (x-coordinate of the upper

crest), Zup (z-coordinate of the upper crest), Xlow (x-coordinate of the lower

crest), Zlow (z-coordinate of the lower crest), and ZT.E. (z-coordinate of the

trailing-edge). These variables are selected from the prior sensitivity test, which

demonstrated that they have a significant impact on the flow characteristics,

whereas the other five PARSEC variables have little impact. The corresponding

multi-dimensional design space to be explored in the optimization process is

summarized in Table. 2.1 (the baseline airfoil shape is selected as the median

value of each variable’s range).

Figure 2.4: Shape parameters for airfoil representation: six PARSEC

parameters are used.

When the airfoil shape is determined using PARSEC parameters, flow anal-

ysis proceeds. Xfoil is executed under predefined settings including the flight

conditions, and the aerodynamic QoIs that will be used as objective func-

tions or constraints in the optimization are calculated. The corresponding flight
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Table 2.1: Design space of the six airfoil shape parameters: the baseline airfoil

is selected as the median value of each range

Design variables Lower bound Baseline Upper bound

RL.E. 0.015 0.0275 0.04

Xup 0.3 0.375 0.45

Zup 0.09 0.12 0.15

Xlow 0.3 0.375 0.45

Zlow 0.09 0.12 0.15

ZT.E. 0.09 0.12 0.15

conditions, objective functions, and constraints for single-objective and multi-

objective airfoil optimizations are summarized in Table 2.2. In single-objective

optimization, the objective is to maximize the lift-to-drag ratio (L/D), which

is the most crucial factor for aerodynamic efficiency. Furthermore, some con-

straints are considered to exclude undesirable performance [94]: the drag should

be less than the baseline value, the pitching moment coefficient at c/4 (c is the

chord length) should be greater than the specific value to limit blade torsion,

and the airfoil area should be at least 90% of the baseline area to prevent serious

degradation of the structural performance. Note that the geometric constraint,

airfoil area in this study, can be directly imposed in this framework as QoI in

the target distribution optimization process (PARSEC parameters can also be

set as geometric constraints, such as Zup < 0.15, but these were realized by

limiting the design space herein). In multi-objective optimization, the two ob-

jectives are to maximize the L/D ratio and airfoil area, considering the trade-off

between aerodynamic and structural performances. Other constraints are the

same as those in the single-objective optimization.
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Table 2.2: Flight conditions, objective functions, and constraints for

single-objective and multi-objective optimizations

Flight conditions

Reynolds number 6× 106

Mach number 0.25

AoA 7◦

Single-objective
optimization

Objective function Maximize L/D

Constraints

Cd < Baseline Cd

Cm > −0.08

Area > 0.9 ∗ Baseline Area

Multi-objective
optimization

Objective functions
Maximize L/D

Maximize Area

Constraints
Cd < Baseline Cd

Cm > −0.08

Then, DoE is performed to train the MLP and VAE models; the sampled de-

signs are used as the initial training data. Latin hypercube sampling is selected

considering its uniformity in the design space [95]. A total of 500 initial designs

are sampled and two deep learning models are trained based on them. Finally,

the optimization proceeds regarding the trained LVs of the VAE as the optimiza-

tion variables, and the QoIs and shape parameters as the objective functions

and constraints, as shown in Fig. 2.2. For single-objective optimization, GA

is adopted owing to its efficient global exploration in discontinuous and multi-

modal problems [96]. For multi-objective optimization, the non-dominated sort-

ing genetic algorithm-II (NSGA-II) is adopted to obtain the diversified Pareto

solutions of both objective functions [97]. Both optimization algorithms are

implemented using Python package pymoo [98].
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When the first optimization ends with two-step deep learning models trained

using 500 DoE designs, active learning with a transfer learning strategy is con-

ducted iteratively. Because there is only one optimal solution obtained in the

single objective optimization, the single optimal solution is selected as the de-

sign to be infilled. On the other hand, there are several optimal solutions for

multi-objective optimization (Pareto solutions). In this case, the leftmost, mid-

dle, and rightmost designs in the Pareto solutions are selected to be infilled

in order to increase the overall accuracy of the Pareto solutions. These crite-

ria for infilling can be determined arbitrarily by the engineer (the number of

points to be added for each iteration and their distribution in the Pareto fron-

tier can be determined as appropriate). Through these iterative procedures, the

framework consisting of the two deep learning models will be able to satisfy the

given error criterion. Again, note that the proposed framework can be applied

to any inverse design problem (any design configuration, corresponding shape

parameters, QoIs, numerical solver, and optimizer can be selected arbitrarily).

2.4.2 Architectures of the two-step deep learning models

In the two-step approach, the MLP model is trained to take the Cp dis-

tribution as input and output QoIs and shape parameters. First, all airfoils

are discretized to share 199 identical x-coordinates: they are extracted using a

two-sided hyperbolic tangent distribution function [99] from NACA 0012 airfoil

(where the spacing at the leading-edge and trailing-edge is constrained as 0.001c

and 0.005c, respectively). Then, the pressure coefficients of the corresponding

points are used as the input of the MLP. And six shape parameters (RL.E.,

Xup, Zup, Xlow, Zlow, and ZT.E.) and four QoIs (L/D, Cd, Cm, and area) are

concatenated to form the 10 output nodes. Finally, the MLP has 199 input

nodes, 10 output nodes (all the inputs and outputs are normalized), and two
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hidden layers with 100 nodes: the MLP with the corresponding hidden layers

was found to have sufficient accuracy for the regression in this problem. Then,

LeakyReLU activation functions are applied to all the layers for nonlinearity.

Adam is used as the optimizer with the MSE loss function to train this MLP

architecture, and the initial learning rate starts at 0.001. For the first iteration

in active learning, 500 initial samples are split into training and test data in the

ratio of 8:2 (the same ratio was also used to train the VAE). A total of 30000

epochs with a mini-batch size of 100 are performed using a scheduler that multi-

plies the learning rate by 0.8 for every 3000 epochs. Because there are no weight

or bias values to be used as a reference in the first iteration, they are initialized

using He initialization [100]. Then, active and transfer learning are performed.

Interestingly, during the MLP training, it is observed that if the parameters of

all layers from the previous model are passed, the training terminates without

any meaningful change from the previous model. This is because the number of

newly added designs is small compared with that of existing training data, and

their effect on the loss function becomes negligible. Therefore, active learning,

which is intended to increase accuracy by appending previous optimum solu-

tions to the current training data, becomes meaningless. In this regard, only the

parameters of other layers are transferred from the previous model, and those

of the last layer of the MLP are initialized using He initialization (in other

words, transfer learning is applied except for the last layer). For subsequent

iterations, the total epochs are set to 10000 with the same initial learning rate

and scheduler as the first iteration. As a result, training the MLP in the first

iteration using a personal computer (Intel Core i7-8700 3.2 GHz with 16 GB

2400 MHz DDR4 RAM) took 508 s, and subsequent iterations took an average

of 186 s per iteration using Python package PyTorch [101]. The fact that sub-

sequent iterations during active learning require a much shorter training time
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than the first iteration emphasizes the effect of applying the transfer learning

technique in this study: with transfer learning, active learning can be efficiently

performed.

For the VAE model, the 199 Cp data previously inputted into the MLP are

used as inputs and outputs (VAE has the same input and output). The 199-

dimensional input data is reduced to four-dimensions using an encoder with

hidden layers of 120, 60, and 30 nodes. Herein, the four-dimensions represent

distribution parameters for random sampling in the latent space: two for the

mean and the other two for the standard deviation of the Gaussian distribution.

From these parameters, random sampling is performed, and the dimension is

finally reduced to a two-dimensional latent space. These two dimensions are

again reconstructed to 199 dimensions using a decoder with hidden layers of

30, 60, and 120 nodes. The corresponding architecture of the VAE is shown

visually in Fig. 2.5. As in the MLP, the LeakyReLU activation function and

Adam optimizer with MSE loss function are used. The initial learning rate

starts at 0.001, and a total of 30000 epochs are performed with a mini-batch

size of 100 and a scheduler multiplying the learning rate by 0.5 for every 5000

epochs. In contrast to the MLP, the situation in which the learning process

terminates without reflecting information on a newly added design point is

hardly observed in the VAE. Therefore, the parameters of all the layers from

the previous iteration are transferred to the next iteration (in other words,

transfer learning is applied to all layers). For subsequent iterations, a total of

10000 epochs are performed with the same initial learning rate and scheduler

as the first iteration. As a result, training the VAE in the first iteration took

627 s, and subsequent iterations took an average of 226 s per iteration (again,

the efficiency of transfer learning can be verified). Note all the hyperparameters

of the MLP and VAE mentioned in this section are applied identically in the
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single-objective and multi-objective optimizations.

Figure 2.5: Architecture of the VAE.

2.4.3 Single-objective optimization results and discussion

Active learning of the single-objective optimization satisfies the error crite-

rion (the error of the objective function at optimum solutions should be lower

than 1%) after the 24 infilling iterations. The convergence history of optimiza-

tion with active learning can be observed in Fig. 2.6 and the loss function

histories of MLP and VAE are shown in Fig. 2.7. The objective function starts

at approximately 65 and increases gradually, reaching a value of approximately

72 after 24 iterations. After that, no better optimal point was found. Subsequent

analysis of the single-objective optimization results is based on the trained VAE

and MLP at iteration 24. The total learning time for 24 iterations is (508+627)

+ (186+226) * 24 = 11,023 s.

The final optimal airfoil shape is shown in Fig. 2.8, and its QoIs (objective

function and constraints) are summarized in Table 2.3. Its objective function

(L/D) has a value of 72.22, which increased by 39% compared with the baseline.
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Figure 2.6: Convergence history of single-objective optimization with active

learning.

(a) (b)

Figure 2.7: Loss history of (a) MLP, and (b) VAE. For both models, the

history of the first iteration and last (24th) iteration of active learning is

represented.

However, this value is just a prediction from the MLP model, and it is not

certain whether the L/D calculated by Xfoil will have this value. Therefore, the
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QoIs from Xfoil are compared with the predicted values from the MLP model.

It is confirmed that the four QoI values have an error (between predicted and

calculated) of less than 1%, and all the imposed constraints are satisfied. Note

that the airfoil area satisfies the constraint imposed with little margin (0.6%),

whereas other constraints (drag and pitching moment) are satisfied with some

margin. Additionally, numerical validation is performed to verify whether the

optimal airfoil actually shows the Cp distribution generated by the VAE model.

Fig. 2.9 demonstrates that the Cp generated by the VAE and that calculated

using Xfoil are almost indistinguishable. These results validate the accuracy of

the MLP model in the two-step approach for single-objective optimization.

Figure 2.8: Comparison of the baseline and optimum airfoil shape of

single-objective optimization.

Then, validation of the VAE model is performed. The VAE model reduces

199-dimensional Cp distribution data to a two-dimensional latent space and re-

constructs it back to 199-dimensional data. The trained decoder in this study is

used as a data generator that receives a two LVs and creates 199-dimensional Cp

distribution data from them. However, if the generated distribution cannot rep-

resent the overall training data or has completely different characteristics from

them, the optimization results from this generator become inaccurate and inef-
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Figure 2.9: Comparison of the generated and calculated pressure distribution

of the optimum airfoil (baseline pressure distribution is also included).

Table 2.3: Summary of the QoIs of the optimum solution

L/D Cd Cm Area [m2]

Baseline 51.93 0.01436 -0.0040 0.1574

Optimum predicted (MLP) 72.22 0.01301 -0.0173 0.1420

Optimum calculated (Xfoil) 71.52 0.01305 -0.0172 0.1426

Error (Xfoil vs MLP) [%] 0.98 -0.28 0.72 -0.46

Comparison with baseline [%] 39.08 -9.40 332.50 -9.82

ficient. Therefore, the generated Cp distributions by the trained VAE decoder

are analyzed. Fig. 2.10 shows 50 randomly selected Cp distributions from the

500 initial training Cp data (black lines, Fig. 2.10a) and 50 randomly generated

Cp distributions by the decoder (red lines, Fig. 2.10b). Herein, the following

points are confirmed. First, the data generated using the decoder covers the

range of the training data. Moreover, although no other technique is applied

to smoothen the Cp distribution during the VAE training, the decoder success-

fully generated smooth distributions indistinguishable from the training data.
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This supports the reason for adopting a VAE in this framework instead of a

GAN; the VAE generates sufficiently realistic data (continuous Cp in this case)

without adopting auxiliary layers or filters to ensure the continuity of the data.

Second, from the generated Cp distributions, we can also identify their domi-

nant features. As the black dashed box indicates, significant shape differences

are observed near the suction peak (near the leading-edge of the airfoil’s upper

surface), whereas most differences in the other regions are just slight shifts in

the Cp values. From the fact that these dominant features near the suction

peak are also observed in the training data (Fig. 2.10a), it can be concluded

that the VAE model successfully learned the dominant characteristics of the

training data. In summary, since we have confirmed that the data generated

by the VAE can be well representative of the training data, the trained VAE

model will perform successfully as a data generator in this framework.

Figure 2.10: Comparison of 50 randomly selected Cp training data (black

lines, a) and 50 generated Cp distributions by the VAE (red lines, b). The

black dashed box near the leading-edge of the lower curve indicates clear

distinctions between generated distributions.
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2.4.4 Multi-objective optimization results and discussion

In Sec. 2.4.3, it was confirmed that the proposed inverse design optimization

framework yields outstanding results when single-objective optimization is per-

formed. In this section, results of multi-objective optimization are presented to

ensure the universality of the framework in various optimization problems. In

the previous single objective problem, which uses L/D as an objective function

and airfoil area as a constraint, the area of the optimum solution barely satisfied

the imposed constraint with little margin, 0.6%. This indicates that a potential

increase in the objective function L/D is suppressed by the area constraint.

Therefore, in the multi-objective optimization, these two QoIs are set as ob-

jective functions to consider their trade-off relationships between aerodynamic

and structural performance. Refer to Table 2.2 for the problem definition of

multi-objective optimization.

The active learning process of the multi-objective optimization converged

after 59 iterations and the loss function histories of MLP and VAE are shown in

Fig. 2.11. Accordingly, 677 data consisting of initial 500 designs and 177 infilled

designs are calculated (the total learning time for 59 iterations is (508+627) +

(186+226) * 59 = 25,443 s). The resultant Pareto frontier of the two objective

functions is shown in Fig. 2.12. We observed a discontinuity in the middle of the

calculated Pareto solutions, and it is concluded that this is due to Cd constraint

violation (the Pareto frontier from the optimization without the Cd constraint

is smoothly connected: this result is shown in Sec. 2.6). Among the Pareto

solutions, six designs (A1-A3 and B1-B3) are selected for further analysis, and

their airfoil shapes are shown in Fig. 2.13. Herein, it can be seen that along with

the Pareto frontier, airfoil shapes of selected six designs change sequentially: as

the performance criterion changes from area to L/D (from A1 to B3), the airfoil
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thickness gradually decreases. Xfoil is performed on these six designs to estimate

the error between the QoIs from framework prediction and solver calculation,

as in single-objective optimization. The corresponding results are summarized

in Table 2.4: the errors between the QoI predicted using the framework and

those obtained using Xfoil are within a reasonable range. In particular, A2 and

B1 have quite large errors because there are few points added nearby in the

active learning process (the percentage errors of Cm are also large, but this is

due to their scale). The accuracy near these points can be increased by adding

points close to them (it is up to the engineer where to infill points in the Pareto

solutions). The accuracy of the trained MLP model is evaluated in Fig. 2.14 by

verifying that the six selected designs actually have Cp distributions generated

by the VAE: it shows that the MLP is accurate enough in that the Cp calculated

using Xfoil and that generated using the VAE are almost indistinguishable, as

in single-objective optimization.

(a) (b)

Figure 2.11: Loss history of (a) MLP, and (b) VAE. For both models, the

history of the first iteration and last (59th) iteration of active learning is

represented.
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Figure 2.12: Pareto solutions of multi-objective optimization. The

discontinuity in the Pareto solutions is due to Cd constraint violation.

Figure 2.13: Airfoil shape comparison of six selected Pareto solutions.

In this framework, the LVs go through the VAE decoder and MLP sequen-

tially to predict the QoI values. Based on this two-step approach, an optimiza-

tion technique is applied to obtain LVs that maximize/minimize QoIs. There-

fore, for efficient optimization through this two-step deep learning approach,

two-step deep learning models should learn the precise correlation between the

two spaces (the latent space and QoI space). However, in real engineering prob-

lems, this can be difficult due to abrupt changes in physical conditions such
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Table 2.4: Summary of the QoI of six selected Pareto solutions

L/D Area [m2] Cd Cm

Baseline 51.93 0.1574 0.01436 -0.0040

A1

Predicted 34.56 0.1844 0.01436 0.0513

Calculated 34.26 0.1840 0.01445 0.0514

Error [%] -0.85 -0.21 0.63 0.17

A2

Predicted 42.16 0.1781 0.01434 0.0318

Calculated 40.63 0.1789 0.01461 0.0343

Error [%] -3.64 0.44 1.91 7.71

A3

Predicted 49.86 0.1697 0.01423 0.0124

Calculated 49.52 0.1697 0.01428 0.0124

Error [%] -0.68 0.03 0.35 0.19

B1

Predicted 54.13 0.1585 0.01436 -0.0027

Calculated 55.22 0.1579 0.01442 -0.0075

Error [%] 2.01 -0.38 0.43 179.92

B2

Predicted 64.42 0.1493 0.01433 -0.0256

Calculated 64.99 0.1488 0.01445 -0.0333

Error [%] 0.89 -0.36 0.86 30.05

B3

Predicted 75.99 0.1396 0.01307 -0.0387

Calculated 76.32 0.1396 0.01299 -0.0383

Error [%] 0.43 -0.05 -0.63 -1.12

as shock waves. When the mapping is inaccurate, the efficiency of the opti-

mization technique based on their mapping will be significantly undermined. In

this context, this study investigates the mapping between the latent space and

QoI through heatmaps to verify how they are correlated, as shown in Fig. 2.15:
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Figure 2.14: Comparison of generated and calculated Cp distributions of six

selected Pareto solutions.

heatmap of L/D and area is shown in Fig. 2.15a and Fig. 2.15b, respectively. In

this figure, it can be observed that the latent space is mapped continuously to

both objective functions, indicating how optimization in this framework could

be performed successfully. On the other hand, sharp changes in both objectives

are detected when z2 has a value of approximately 0.55 (as indicated by the

yellow squares). To investigate the changes occurring in the flowfield across this

boundary, a total of 12 points are extracted nearby, as shown at the top of Fig.

2.15. The nomenclatures of these 12 points are summarized in Table 2.5.

To find the reason for the sharp change in QoIs at z2 ≈ 0.55, the Cp distribu-

tions generated through VAE from 12 selected LVs are shown in Fig. 2.16 (the

horizontal and vertical axes of the subplots represent x/c and Cp, respectively,

and they are scaled to the same range for the comparison). In this figure, the

local leading-edge suction peaks on the lower curve are not observed in the Cp

plots of z2 > 0.55, whereas they are observed in the plots of z2 < 0.55. There-
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Figure 2.15: Heatmaps of two objective functions within the latent space: (a)

L/D and (b) area. Twelve points are selected to investigate the rapid change

at z2 ≈ 0.55 (top), and the latent space of six selected Pareto solutions is

shown in the heatmap of area (b).

Table 2.5: Nomenclatures of twelve points extracted to investigate the sharp

changes in the QoI heatmaps

z1

-2 -1.5 -1

z2

-0.4 L4 M4 R4

-0.5 L3 M3 R3

-0.55 Boundary of rapid change

-0.6 L2 M2 R2

-0.7 L1 M1 R1
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fore, it can be inferred that z2 ≈ 0.55 is the boundary between the presence

and absence of the leading-edge suction peak. In this regard, it is known that

the sharper the leading-edge of the airfoil, the larger the suction peak behind

the leading-edge (as the leading edge radius decreases, the angle at which the

flow should bend increases, thereby increasing the suction in order to attach

the flow to the airfoil surface [102]). Therefore, the trends in the leading-edge

radius (RL.E.) are depicted in Fig. 2.17 to verify whether the rapid changes in

Cp are accompanied by the changes in RL.E.. Indeed, as z2 decreases (as the

number corresponding to the second character of the nomenclature decreases),

the leading-edge radius decreases, which is consistent with the prior knowledge.

Moreover, in all cases of L, M, and R, there are noticeable gaps between 2 and

3. Considering that nomenclatures 1, 2, 3, and 4 are equally spaced in the z2-

direction, it can be concluded that a rapid change in the leading-edge radius

at the boundary between 2 and 3 (z2 ≈ 0.55) leads to a sudden change in the

trend of the leading-edge suction. Additionally, the six points selected from the

Pareto solutions in Fig. 2.12 are scrutinized in a similar way. In Fig. 2.14, the

leading-edge suction peaks are not found in the Cp distributions of A1-A3, but

are found in B1-B3. In fact, when the latent variables of these designs are visu-

alized as shown in Fig. 2.15b, the two groups (A1-A3 and B1-B3) are separated

by a boundary of z2 ≈ 0.55. In summary, by analyzing the heatmaps, map-

ping between the latent space and QoIs using the two-step approach is verified

to be generally continuous. Additionally, this mapping is verified to accurately

reflect the rapid changes in QoIs, which occur frequently in real-world engineer-

ing applications. This flexibility of the two-step deep learning approach enables

the optimization to be performed efficiently owing to the continuous and ac-

curate mapping between the optimization inputs and outputs, highlighting the

capability of the proposed inverse design optimization framework.
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Figure 2.16: Cp distributions of 12 points selected in Fig. 2.15.

Figure 2.17: Trends in the leading-edge radius (RL.E.) of 12 selected points in

Fig. 2.15.

58



2.5 Summary

This study proposed a novel inverse design optimization framework with a

two-step deep learning approach, which refers to consecutive coupling of VAE

and MLP. Herein, the VAE generates a realistic target distribution and MLP

predicts QoIs and shape parameters from the generated distribution. Then, the

target distribution was optimized based on this two-step approach. To increase

the accuracy, we used active learning to retrain the models with newly added

designs. Herein, transfer learning was coupled to reduce the computational cost

required for retraining. These techniques increase the accuracy of the frame-

work with efficient computational resources. Finally, the limitations of previous

inverse design studies can be eliminated through the proposed framework as

follows:

1. The conventional inverse design process is substituted with the MLP sur-

rogate model so that the iterations coupled with the flow solver are not

required.

2. From the target distribution, the MLP surrogate model not only predicts

the design shape, but also QoIs. Therefore, theoretical/empirical assump-

tions are not required for predicting QoIs from the target distribution,

and the geometric constraints can be imposed explicitly in the target

distribution optimization process.

3. For the inverse design optimization, realistic target performance distri-

butions are generated using a VAE deep generative model so that the

loss of the diverse representation capacity due to the parameterization of

the distribution is mitigated, and excessive constraints for the realistic

distribution are not required.
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The proposed framework was validated using two constrained optimization

problems: single-objective and multi-objective airfoil optimizations of the tip

region of a megawatt-class wind turbine blade. In the single objective optimiza-

tion, the prediction accuracy of the trained MLP model and the validity of the

trained VAE model for generating realistic data were verified. In the multi-

objective results, continuous mapping between the inputs and outputs of the

framework was verified, which enabled successful optimization through the two-

step approach. Furthermore, this mapping was confirmed to accurately reflect

the rapid changes in QoIs, which occur frequently in real-world engineering ap-

plications. In summary, the results of the optimizations show that the proposed

inverse design optimization framework via a two-step deep learning approach is

accurate, efficient, and flexible enough to be applied to any other inverse design

problem.

Considering that this novel framework can be coupled with any numerical

solver with arbitrary design shape and QoIs, it can be easily applied and ex-

tended to various engineering fields. Moreover, the deep learning models in the

two-step approach can be replaced by other suitable alternatives: the VAE by

any data generator model and the MLP by any other regression model. For in-

stance, the MLP, a widely used but quite simple model, was used in this study

since the problem we investigated is not much complex to apply other advanced

deep learning models. However, when the problem is complicated, other models

such as convolutional neural networks or recurrent neural networks can be used

instead of a simple MLP model. This flexibility contributes to the versatility

of the framework by allowing it to be utilized with any model suitable for the

engineering problem to which it applies.
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2.6 Additional results

The Pareto frontier from the optimization without the Cd constraint is

shown in Fig. 2.18: from the continuous Pareto solutions, it can be inferred

that the discontinuity in the Pareto solutions in Fig. 2.12 was due to Cd con-

straint violation. Also, as the constraint is eliminated, Pareto solutions without

Cd constraint have better performance near B1 design than Pareto solutions

with Cd constraint.

Figure 2.18: Pareto solutions of multi-objective optimization without Cd

constraint. For comparison with Fig. 2.12, six designs previously selected from

the Pareto solutions with Cd constraint are also shown.
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Chapter 3

High-dimensional output space

The work in this chapter was published in the Physics of Fluids [20].

3.1 Introduction

This chapter aims to address the high-dimensional output space that hinders

the efficient application of regression models to aerodynamic design by adopting

ROM techniques. Specifically, this chapter focuses on the fact that since latent

space acts as an intermediary in ROM for predicting high-dimensional data,

it inevitably affects ROM performance. To this end, the prediction of high-

dimensional flow fields around a transonic airfoil is adopted as a case study,

and the physical interpretability of the latent space among various machine

learning-based DR techniques is investigated. Furthermore, the impact of its

interpretability on the ROM performance is analyzed, and finally, its signif-

icance on the accuracy and efficiency in predicting high-dimensional QoIs is

verified. The remainder of this section highlights why the selected case study
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(flow field prediction of transonic airfoil) is important in the aerodynamic de-

sign discipline, and how this chapter successfully leverages physics-aware latent

space in the ROM procedure, alleviating the impediment arising from the high-

dimensional output space.

CFD has been widely applied in numerous engineering disciplines. However,

high-fidelity CFD simulations are often computationally intensive due to the

fine discretization of space and time domains. A practical approach to reduc-

ing its computational burden is to use a regression model as a cost-efficient

alternative to time-consuming flow analysis [19]. Such regression models have

been developed extensively, to name a few, cubic spline interpolation [103],

RBF [104], and GPR [105, 106]; however, these models are only suitable for

estimating scalar quantities such as lift coefficients of the airfoil. Consequently,

when the QoIs are high-dimensional vectors, such as pressure or the velocity

field, the computational complexity becomes prohibitive due to “the curse of

dimensionality.”

Data-driven ROM has recently attracted attention for its potential to deal

with this problem. It treats a high-fidelity computer simulation as a “black-box

function” and generates simplified models in a data-driven manner without any

modification of the governing equation. The main purpose of this approach is

to reduce the degrees of freedom of the data using the DR technique (also

known as representation learning or manifold learning), which finds the low-

dimensional latent representation of high-dimensional original data. Through

this technique, the dimensionality of the data can be significantly reduced to a

level that is suitable for training the regression models effectively.

One of the most widely used DR techniques is POD [107], which is also

referred to as principal component analysis or the Karhunen-Loève theorem.

Given the training data, POD extracts a set of orthogonal bases (also referred to
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as modes) that maximizes the variance of the projected data. Extracted modes

are ranked by their energy content so that the dimensionality can be reduced

by truncating non-dominant modes. Specifically, the original high-dimensional

data can be represented in a low-dimensional subspace using linear combina-

tions of the dominant modes. However, its linearity makes POD-based ROM

suffer from performance degradation in nonlinear problems [108, 109, 110, 111],

requiring an excessive number of modes compared to nonlinear DR methods

for the same reconstruction accuracy.

In this regard, deep neural networks (DNNs) have become an alternative to

POD for their performance on highly nonlinear problems. The most commonly

used DNN-based DR technique is the AE, which learns the low-dimensional la-

tent space of the original data in an unsupervised manner [112]. The nonlinear

functions between its multiple hidden layers enable it to model nonlinearity, and

in this context Hinton and Salakhutdinov [113] referred to AE as a nonlinear

generalization of POD. Owing to this property, it was confirmed that the AE-

based ROM shows higher reconstruction accuracy than the POD-based ROM

in various nonlinear problems [114, 115, 116]. Moreover, the flow field recon-

struction using AE can be further improved by applying convolutional neural

networks (CNNs), which were introduced to train grid-pattern data efficiently

[117, 118, 119, 120, 121, 122, 123].

However, there are several issues to be addressed in AE-based ROM. First,

AE does not guarantee disentangled latent representation since its training al-

gorithm only aims to reduce the reconstruction error without considering the

regularity in latent space. Its irregularity allows multiple features to be en-

tangled in a single latent variable (LV) [75], making it difficult to interpret the

physical meanings of LVs. Second, since the model architecture of AE should be

predetermined before training, its latent dimension needs to be blindly selected
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large enough to contain the entire information (otherwise, a trial-and-error pro-

cess should be performed). In POD, it is possible to truncate trivial LVs since

it provides the energy contents of LVs (or modes). However, in AE, its algo-

rithm does not treat LVs hierarchically according to their information intensity

so that theoretically, the entire information is evenly distributed to each LV.

Therefore, all dimensions blindly selected should be used, as truncation of even

only one LV can severely compromise its reconstruction accuracy. As a result,

the resultant redundancy of the latent dimension will degrade both the physi-

cal interpretability of LVs (too many LVs are entangled) and the efficiency of

AE-based ROM (too many regression models should be trained).

The introduction of a VAE and its improved understanding has been pro-

viding a clue to these problems. While AE only minimizes reconstruction error,

VAE also regularizes latent space by minimizing KL-divergence term [64]. The

balance between these two terms in VAE can be adjusted by the hyperparameter

β, which is referred to as β-VAE [75]. It is known that by weighting the KL-

divergence term in β-VAE, two notable effects can be achieved. First, it learns

disentangled latent representations: a single LV encodes only one representation

feature of the original dataset and therefore becomes interpretable. This ensures

independence between each LV as the POD extracts orthogonal bases. Second,

the regularization loss (KL-divergence) encourages learning the most efficient

latent representation [75, 124, 125]. Therefore, regardless of the predetermined

latent dimension, only necessary LVs are automatically activated to contain the

essential information [126]. In summary, unlike AE model, β-VAE enables its

latent space to be information-intensive without being entangled, indicating its

potential to further improve the performance of AE-based ROM.

However, there are few studies related to β-VAE in the field of fluid dy-

namics. Eivazi et al. [126] adopted β-VAE to extract interpretable nonlinear
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modes for time-dependent turbulence flows and proposed a method to rank

LVs by measuring their energies. However, their ranking method requires sep-

arate post-processing of the reconstructed data after model training, and the

energies of LVs are indirectly calculated in the output space rather than in the

latent space. Accordingly, the approach is unrelated to KL-divergence which is

the main cause of information discrepancies between LVs. Though they finally

concluded that their framework successfully extracted interpretable features of

turbulent flows, it lacks objectivity since it was based on the visual analysis

of the flow fields. Last but not least, their research ended up with nonlinear

mode decomposition without showing how interpretable LVs can be efficiently

utilized for the ROM process. Indeed, Wang et al. [118] already have applied β-

VAE to ROM for transonic flow problems and verified its superior performance

over POD. Though they extended β-VAE to practical application, they only

focused on the implementation of β-VAE for ROM so that the interpretabil-

ity of extracted features (main purpose of β-VAE) and their effects on ROM

performance were not addressed and referred to as their future work.

This study aims to utilize physically interpretable and information-intensive

LVs obtained by β-VAE, which are referred to as “physics-aware LVs”, for the

efficient ROM process. For this purpose, a two-dimensional (2D) transonic flow

problem is adopted as benchmark case, and the independence and information

intensity of LVs are investigated first to confirm whether they are physics-aware.

Herein, we suggest applying the KL-divergence to rank LVs by their amount of

information, which is the direct cause of their discrepancies and does not require

the reconstruction process. Then, “physics-aware ROM”, ROM which utilizes

only physics-aware LVs is proposed for its efficiency in that the number of

required regression models can be reduced significantly. The presented physics-

aware ROM is compared with conventional ROMs, and finally, we successfully
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verify its validity and efficiency.

The rest of this chapter is organized as follows. In Sec. 3.2, the β-VAE DR

technique is described in detail, and in Sec. 3.3, the physics-aware ROM is newly

proposed. In Sec. 3.4, the setup of the numerical experiment is presented. In

Sec. 3.5, the process of extracting physics-aware LVs and the discovery of their

actual physical meanings are described, and the effectiveness of physics-aware

ROM based on them is investigated. And finally, in Sec. 3.6, the summary of

this chapter and future work are presented.
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3.2 β-variational autoencoder (β-VAE)

Higgins et al. [75] focused on the trade-off relationship between the recon-

struction error and KL-divergence in the loss function of the VAE (Sec. 2.2.3).

As the reconstruction accuracy increases, the degree of regularization in the

latent space decreases. To tune the balance between these two performances,

Higgins et al. [75] proposed the β-VAE, which can control the relative impor-

tance of the KL-divergence term using the adjustable hyperparameter β. It is

a simple modification of the VAE: they have exactly the same structures but

slightly different loss functions. The loss function of the β-VAE is as follows:

Lβ-V AE =
1

N

N∑
i=1

(xi − x̃i)
2 + β ·KL(qϕ(z|x)||pθ(z)). (3.1)

The only difference in the loss functions between the VAE and β-VAE is whether

the KL-divergence term is weighted by hyperparameter β. By introducing this

hyperparameter, Higgins et al. [75] achieved quantitative and qualitative im-

provements in the disentanglement within the latent representations over the

traditional VAE model. Finally, they concluded that owing to the disentan-

gling performance of β-VAE, the interpretable representations of the indepen-

dent generating factors of the given dataset can be discovered automatically. In

this chapter, the terminologies “disentanglement”, “interpretability”, “indepen-

dence”, and “orthogonality” are used interchangeably to refer to the following

property of LVs: single LV stands for a single representation feature without the

intervention of other LVs. However, what makes β-VAE special is not only its

disentangling performance. The regularization loss (KL-divergence) is known to

have sparsification effect to encourage the most efficient representation learning

[75]. Burda et al. [124] and Sønderby et al. [127] practically confirmed this effect

in that some LVs become inactive during the training process of VAE. In par-
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ticular, Burda et al. [124] confirmed that inactive LVs have a negligible effect on

the reconstruction. This finding indicates that VAE trains its LVs in an efficient

manner by selectively activating LVs to contain the only necessary information.

Since the β-VAE model has a regularization term in the loss function weighted

by the hyperparameter β, it can be easily inferred that the sparsification effect

in the β-VAE model will become more dominant as β increases. Taking these

two outstanding advantages of β-VAE, disentangled and information-intensive

latent space, a novel ROM framework is proposed in the next section.
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3.3 Physics-aware reduced-order modeling

The main goal of ROM is to predict high-dimensional data with low com-

putational cost. As described in previous sections, the high-dimensional data

can be effectively reduced to the low-dimensional LVs, and reconstructed back

to high-dimensions through DR techniques. In this context, ROM aims to pre-

dict high-dimensional data efficiently by predicting these LVs from input pa-

rameters using regression models. The overall structure of ROM is illustrated

in Fig. 3.1. In the reconstruction process (solid arrows), the high-dimensional

data is encoded into LVs and reconstructed back into high-dimensional data by

the decoder. In the prediction process (dashed arrows), LVs are first predicted

from input parameters through regression models (GPR [105, 106] is adopted

for regression in this study), and then predicted LVs are decoded into high-

dimensional data. Since the high-dimensional data can be repeatedly predicted

from input parameters at a very low computational cost, this prediction process

is often referred to as the online phase.

Figure 3.1: Overall structure of physics-aware reduced-order modeling.

Since LVs act as intermediaries in ROM for predicting high-dimensional
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data, they inevitably affect ROM performance. In this regard, AE model has

two critical drawbacks to be applied to ROM. First, it trains the entangled

and therefore uninterpretable latent space. Second, its latent dimension need

to be blindly selected large enough since the model architecture should be pre-

determined before the training. Therefore, the AE-based ROM has the disad-

vantages of utilizing physically uninterpretable LVs due to entangled LVs and

the degraded efficiency due to excessive regression models. This study newly

proposes physics-aware ROM via β-VAE to deal with the above issues, consid-

ering the following characteristics of β-VAE. As stated in Sec. 3.2, the latent

space in β-VAE is trained to be disentangled and information-intensive. When

LVs satisfy these two properties simultaneously, they can be regarded as the

latent representations which contain both interpretable and necessary informa-

tion. In that this study uses physical dataset, LVs will correspondingly contain

physical information, and accordingly, we refer to those LVs as “physics-aware

LVs.” To ease the understanding of physics-aware LVs, the ideal schematic of

their extraction with β-VAE is shown in Fig. 3.2: when the dataset is generated

through Mach number (Ma) and angle of attack (AoA), the ideally extracted

physics-aware LVs will be Ma and AoA. Finally, the ROM only utilizing these

physics-aware LVs (which refers to “physics-aware ROM”) is proposed for its ef-

ficiency that the number of regression models required in the prediction process

can be significantly reduced.

In order to extract physics-aware LVs, we first estimate the independence

of LVs. In this regard, Eivazi et al. [126] have already measured it using a

Pearson correlation matrix and the same approach is applied herein. Then, the

information intensity of LVs is quantified. Similar attempt has been made by

Eivazi et al. [126], who proposed a strategy to rank LVs by energy percentage,

which quantifies the contribution of each LV to the reconstruction quality. How-
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Figure 3.2: Illustrative schematic showing the process of extracting

physics-aware LVs by β-VAE: the ideal case is to extract the actual physical

parameters (Ma and AoA) from the given dataset.

ever, they ranked LVs not in the latent space which is directly related to them,

but in the output space so that there exist two problems. First, its low practi-

cality due to cumbersome post-processing: flow fields should be reconstructed

using a forward selection of LVs and then energy percentage is calculated from

them. Second, since this method is irrelevant to KL-divergence, which is the

main cause of the inactiveness of LVs [124, 127], it cannot be regarded as a

fundamental approach for ranking LVs based on their amount of information.

Therefore, another ranking criterion should be proposed that estimates the in-

formation intensity of each LV without such burdensome post-processing. For

this purpose, we propose to apply the KL-divergence (Eq. 2.7), the immediate

cause for the sparser latent space due to its regularization effect. Since the cal-

culation of KL-divergence is performed directly in the latent space, the decoder

part of β-VAE does not even need to be utilized (no reconstruction required),

solving all the limitations of the previous ranking approach.

In physics-aware ROM framework, only physics-aware LVs are utilized so
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that the number of regression models required in the prediction process can

be significantly reduced. For example, suppose that AE-based ROM and β-

VAE-based ROM are performed where both AE and β-VAE have the latent

dimension of 16. In the case of AE-based ROM, 16 regression models should

be trained because exclusion of just one LV can degrade ROM performance

significantly in that all 16 LVs contain information in an entangled manner.

However, in β-VAE-based ROM, since physics-unaware LVs are judged not to

contain any meaningful information, it is sufficient to utilize only the regression

models of physics-aware LVs. The overall procedure of physics-aware ROM is

summarized in Algorithm 1.

Algorithm 1 Physics-aware ROM via β-VAE

(1) Preparation of training dataset generated by physical parameters.

(2) Train β-VAE with dataset in (1).

(3) Extract activated LVs through estimating their independence by correla-

tion coefficient and information intensity by KL-divergence.

(4) Train regression models to predict activated LVs from physical parameters

in (1).

(5) Prediction of high-dimensional dataset from physical parameters based

on regression models in (4) and decoder part of β-VAE trained in (2). During

this process, deactivated LVs are fixed to their estimated mean values.
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3.4 Numerical experiments

3.4.1 Data preparation

A 2D transonic flow problem, the benchmark case that is widely used in

previous ROM studies [110, 111, 109, 118], is adopted for validation of the

physics-aware ROM. The transonic flow field is generated by the KFLOW finite-

volume-based CFD solver [128, 129]. Specifically, the Reynolds-averaged Navier-

Stokes equation is solved coupled with the Spalart-Allmaras turbulence model.

RAE 2822 airfoil is selected as the baseline geometry, and a structured O-grid

with a shape of 512× 256 (wall-tangential direction × wall-normal direction) is

generated; the corresponding grid is shown in Fig. 3.3. The Reynolds number is

fixed at 6.5× 106, and two physical parameters are chosen: Ma and AoA. The

design space of each variable is set to [0.5, 0.8] and [0◦, 3◦], respectively. Latin

hypercube sampling is used to generate 500 sample points in 2D parameter

space. A flow analysis of these samples is then conducted and the resultant

velocity and pressure fields are normalized by their far-field conditions. As the

variations of flow properties far from the airfoil are negligible, only the inner

half of the entire grid with respect to the normal direction from the airfoil is

used so that the resultant grid becomes 512×128. Consequently, a total dataset

with a shape of 500 × 3 × 512 × 128 (dataset size × flow field components ×

wall-tangential direction grids × wall-normal direction grids) is obtained, where

the flow-field components are the x-velocity, y-velocity, and pressure. Finally,

the dataset size of 500 is split into a ratio of 9:1 so that the size of the training

dataset is 450, and that of the test dataset is 50.
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Figure 3.3: Computational grid used for the flow analysis; structured O-grid

with a size of 512× 256.

Figure 3.4: Structures of the AE and VAE/β-VAE.

3.4.2 Training details

In this study, AE, VAE, and β-VAE, are trained to investigate their differ-

ences in terms of DR for transonic flow. In particular, several β-VAE models

are trained (β ∈ [10, 20, 30, 40, 50, 100, 150, 200, 500, 750, 1000,

2000, 3000, 4000]) to investigate the effects of the β value (technically speaking,

β-VAE can be regarded as the VAE when β has a value of 1). For all models, the
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Table 3.1: Details of the blocks and layers of VAE/β-VAE used in this study.

Name Layer type FilterKernelStrideActivationBatch Norm.

Up
Max-polling – 2 × 2 – – –

Convolution 64 3 × 3 1 LeakyReLU o

Down
Upsampling – 2 × 2 – – –

Convolution 64 3 × 3 1 LeakyReLU o

Conv1 in Convolution 64 1 × 1 1 LeakyReLU o

Conv1 out Convolution 3 1 × 1 1 – –

FC Fully Connected – – – – –

Table 3.2: Network structure of the VAE/β-VAE used in this study.

Encoder Bottleneck Decoder

Layer Output size Layer Output size Layer Output size

Input 3 × 512 × 128 Flatten 256 Up1 64 × 8 × 2

Conv1 in 64 × 512 × 128 FC1: µ 16 Up2 64 × 16 × 4

Down1 64 × 256 × 64 FC2: σ 16 Up3 64 × 32 × 8

Down2 64 × 128 × 32 Resampling 16 Up4 64 × 64 × 16

Down3 64 × 64 × 16 FC3 256 Up5 64 × 128 × 32

Down4 64 × 32 × 8 Unflatten 64 × 4 × 1 Up6 64 × 256 × 64

Down5 64 × 16 × 4 – – Up7 64 × 512 × 128

Down6 64 × 8 × 2 – – Conv1 out 3 × 512 × 128

Down7 64 × 4 × 1 – – Output 3 × 512 × 128

dimension of the latent space should be determined blindly before the model

training. The selected dimensions should be sufficient for encoding the training

data generated from the 2D parameter domain (Ma and AoA). In this regard,
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we adopted the approach suggested by Wang et al. [118] to infer the latent

dimension of β-VAE considering the accuracy of the POD with corresponding

dimension (their assumption was that POD requires much more dimensions

than β-VAE for the equivalent reconstruction accuracy, which was also proved

in their work). Finally, the dimension of the latent space in this study is deter-

mined to be 16 since it conserves 99.18% in terms of energy contents of POD,

which is judged to be sufficient.

An appropriate encoder/decoder structure should be selected to effectively

compress/reconstruct the data, from dimensions of 3×512×128 to 16 and vice

versa. To determine suitable structures, hyperparameter tuning based on a

grid search was conducted. Finally, it was confirmed that the MSE recon-

struction error, which represents the overall accuracy of the trained model,

does not strongly depend on whether batch normalization, max-pooling, and

up-sampling are applied. However, their application significantly affects the

smoothness of the reconstructed flow field: it can be inferred that this is due

to the effects of batch normalization and max-pooling that prevent overfitting,

and the interpolation effect of up-sampling. If an artificial discontinuity (rather

than a discontinuity that reflects a physical phenomenon, such as a shock wave)

is observed in the reconstructed flow field, the flow field cannot be considered

realistic. In this context, these points are important for predicting realistic flow

fields using CNN-based deep learning models. Finally, the architectures of the

selected models, which are considered to be sufficient in terms of MSE error

and the smoothness of the reconstructed flow field, are shown in Tables 3.1

and 3.2 and Fig. 3.4. The only difference between the structures of the AE and

VAE/β-VAE is the bottleneck, and the structures of the VAE and β-VAE are

exactly the same.

The Adam optimizer is adopted to train selected models. The initial learning

77



rate is set to 10−3, and it decays at a rate of 0.1 every 1000 epochs. The

maximum epoch should be selected carefully because a model that does not

fully converge can make significantly different predictions than a converged

model [130]. The maximum number of epochs is set to 3000 since it is verified

to guarantee sufficient convergence in terms of the loss function. A mini-batch

size of 50 is selected so that nine iterations are performed per epoch (as the

size of the training dataset is 450). Using a Tesla P100-PCIE-16GB GPU with

Pytorch deep learning library [101], the average training time for each model is

calculated to be approximately 3 h.
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3.5 Results and discussion

In this section, the results of physics-aware ROM are presented in the fol-

lowing order. First, training results of β-VAE are demonstrated to investigate

the effect of β on flow reconstruction. Next, the methods to measure the inde-

pendence and information intensity of LVs are orderly presented to determine

whether the LVs obtained by β-VAE are physics-aware LVs. At the same time,

the validity of the KL-divergence ranking method to measure the information

intensity of LVs is confirmed both quantitatively and qualitatively. Then, it

is thoroughly investigated whether the physics-aware LVs actually have inter-

pretable physical features through various techniques. In the end, it is verified

that the physics-aware ROM based on these physics-aware LVs has equivalent

prediction accuracy much more efficiently than physics-unaware ROM.

3.5.1 Training results

First, the loss function history of the trained models is shown in Fig. 3.5,

and the decomposition of the resultant loss functions is shown in Fig. 3.6. More

specifically, the loss function is decomposed into the MSE and KL-divergence (as

in Eq. 3.1) to confirm their trade-off relationship. The MSE and KL-divergence

of the VAE/β-VAE models are indicated by blue and red symbols, respectively.

The β and KL-divergence values cannot be defined in the AE model; there-

fore, only its MSE loss is indicated separately by a dashed line. Herein, a clear

trade-off relationship between MSE and KL-divergence can be confirmed, as

mentioned by Higgins et al. [75]. As β increases, KL-divergence decreases, while

MSE increases. This is consistent with the concept of the β-VAE, which sup-

presses KL-divergence by increasing β. In particular, when β > 1000, the MSE

increases significantly so that an accurate reconstruction of the flow field is no
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Figure 3.5: Loss history of the trained AE/VAE/β-VAE models.

Figure 3.6: MSE and KL-divergence of the trained VAE/β-VAE models.

longer possible.

Second, the reconstructed pressure flow fields of the three test cases (which

are not used during the training process) are shown in Fig. 3.7 to compare

the trained models more intuitively and visually. The selected test cases are as

follows: test case 1 is in the absence of a shock wave (Ma = 0.61 and AoA =

2.12◦), test case 2 is in the presence of a weak shock wave (Ma = 0.72 and
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AoA = 1.68◦), and test case 3 is in the presence of a strong shock wave (Ma =

0.78 and AoA = 1.57◦). Five models are compared, including the AE, VAE,

30-VAE (β-VAE with β = 30), 100-VAE (β = 100), and 1000-VAE (β = 1000).

In Fig. 3.7, it can be confirmed that the reconstructed pressure contours for all

three cases and all models do not exhibit any significant difference, indicating

all models have been trained to reconstruct the accurate flow fields.

Figure 3.7: Reconstructed pressure fields of the trained models.

3.5.2 Independence of LVs

This section is to confirm whether LVs of β-VAE are actually trained to

be disentangled from each other so that they are interpretable. In Fig. 3.8,

the absolute values of the components in the Pearson correlation matrix are

shown from AE to 1000-VAE. Since there is no algorithm in AE model to

promote the independence of LVs, it has the largest values. However, in β-VAEs,

their values decrease as β increases, which indicates that the LVs gradually

become independent of each other. These results practically prove that the

KL-divergence actually encourages the independence of each LV. Eivazi et al.

[126] also computed the determinant of the correlation matrix to measure the

degree of correlation within the entire set of LVs (when the determinant is
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0/1, it indicates that these variables are completely correlated/uncorrelated).

However, given the fact that the KL-divergence term leads to a sparser latent

space, which will be discussed in detail in Sec. 3.5.3, examining the determinant

of the whole matrix size of 16× 16 is contradictory.

Therefore, the independence of various LV combinations is further analyzed.

First, all possible combinations of two to seven LVs are obtained. Then, the

determinants of these combinations are calculated and their statistics are sum-

marized in Fig. 3.9. For any number of LVs used in a combination, the β-VAE

models have significantly higher determinants than the AE and VAE models.

In summary, the results presented in Fig. 3.8 and 3.9 consistently show that the

β-VAE successfully learns uncorrelated LVs compared to AE and VAE models,

owing to the KL-divergence, which forces the LVs to be independent. These

independent (or uncorrelated) LVs are expected to have interpretable (or dis-

entangled) physical features, which will be investigated in Sec. 3.5.4.

3.5.3 Information intensity of LVs

It was verified in Sec. 3.5.2 that the LVs in β-VAE are trained to contain

disentangled and therefore interpretable information. In this section, we tried

to rank such disentangled LVs according to their information intensity using

KL-divergence. Fig. 3.10 shows the KL-divergence of each LV in AE/VAE/β-

VAE. It can be confirmed that both the AE and VAE models do not have any

inactive LVs. On the contrary, notable trends are observed in 30-VAE, 100-

VAE, and 1000-VAE models: each model has only four (LV index 6, 8, 11, and

15), three (index 8, 11, and 15), and two (index 8 and 11) activated LVs, re-

spectively. These results are consistent with those of Eivazi et al. [126] in that

the number of activated LVs decreases as beta increases in the β-VAE model.

In fact, a similar approach was applied by Sønderby et al. [127], who judged
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Figure 3.8: Absolute values of the components in the Pearson correlation

matrix for LVs.

Figure 3.9: Determinants of Pearson correlation matrices for combinations of 2

to 7 LVs.

whether the LV is activated via the KL-divergence. However, the relationship

between the activeness of the LV and KL-divergence was not described clearly.

Therefore, we also attempt to clarify it: further investigations are conducted to
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check whether the LV judged to be more active in terms of the KL-divergence

actually has a greater effect on the reconstructed flow field. Sobol sensitivity

analysis is utilized for this analysis [131]: a total 18432 latent vectors are sam-

pled using the Saltelli sampler in the range of [µ̂k − 2σ̂k, µ̂k + 2σ̂k], and their

corresponding reconstructed flow fields are obtained through the decoder parts

of the AE/VAE/β-VAE models. Since Sobol analysis should be conducted on

the scalar output, a set of 3×512×128 pixels of the flow fields is converted to

a scalar value (the sum of all pixel components is used in this study, but any

scalar value representing the main characteristics of the flow field can be used).

Fig. 3.10 shows the calculated first-order Sobol indices. It can be confirmed

that the higher the KL-divergence, the larger the value of the Sobol indices in

the VAE/β-VAE models (because KL-divergence has nothing to do with the

algorithm of the AE model, it does not exhibit a clear trend with the Sobol

indices).

Additionally, since the standard deviation represents the dispersion of the

variable, which can be regarded as its activeness, estimated standard deviations

of the LVs (σ̂k) from the training dataset are also investigated. When σ̂k is low

for a specific LV, it can be understood that the corresponding LV remains inac-

tive (or less dispersed) in the latent space during training: a situation where the

value of the LV does not change even if the input data changes. In Fig. 3.11, it

can be confirmed again that both AE and VAE models do not have any inactive

LVs (all σ̂k values are larger than 0.5). However, the most interesting point is

that compared to Fig. 3.10, LVs with high KL-divergence also have high σ̂k in

30-VAE, 100-VAE, and 1000-VAE models (the LV indices of the activated LVs

in terms of KL-divergence exactly match those of σ̂k). To sum up, we suggest

the use of KL-divergence as a criterion for ranking the activeness (information

amount) of LVs for the two reasons. First, in that it is a regularization term
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Figure 3.10: KL-divergence and Sobol results with respect to LVs from the

training dataset.

that directly causes the inactiveness of the latent space and does not require

any cumbersome post-processing. The justification of this decision-making pro-

cess is successfully performed through intuitive but quantitative investigations

by comparing its ranking with the Sobol indices (Fig. 3.10) and the σ̂k from

the training dataset (Fig. 3.11).

So far, using the proposed KL-divergence criterion, the inactiveness within

the latent space has been investigated in a quantitative manner, but it does

not provide straightforward information on what these activated/inactivated
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Figure 3.11: Standard deviations of LVs from the training dataset.

variables actually contain. Accordingly, each LV is visualized via a traversal

of itself, which is the most widely adopted approach for this purpose (e.g.,

latent traversal plots of celebA, 3D chairs, and 2D shape dataset in the study

by Higgins et al. [75] and those of pressure distribution over an airfoil in the

study by Yang et al. [18]): it shows the traversal of a single LV while other LVs

remain fixed so that one can visually understand the features of a specific LV

without the intervention of other variables. In this study, a latent traversal plot

is applied to identify the physical features of the flow field contained in the LV.

Fig. 3.12 shows the pressure flow fields for two extreme LVs: one is the most

dominant LV, which is ranked first by KL-divergence, and the other is the most

trivial LV, which is ranked last. In AE, the pressure field changes abruptly as

the most dominant LV changes; when the most trivial LV changes, the field

changes gradually, but not as significantly as that of the most dominant LV.

Since the sparsification effect does not occur in AE due to the absence of KL-

divergence term in the loss function, all the variables are activated and therefore

contain uninterpretable (or entangled) physical features. However, in VAE and
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1000-VAE models, the most trivial LVs cause indistinguishable variations in the

flow fields. This is because the KL-divergence forces inactiveness in the latent

space, therefore, only necessary LVs become activated to contain meaningful

physical features: it can be regarded as a virtue of β-VAE model. When β

increases, information is packed into LVs more compactly [126], as observed in

the traversal of the most dominant LV in the 1000-VAE model. This LV can

be interpreted as containing information on the occurrence of the shock wave,

and the variation it arouses is the largest compared to other models.

Figure 3.12: Latent traversal plots of pressure flow fields for two extreme LVs:

first (most dominant) and last (most trivial) LVs ranked by KL-divergence.

3.5.4 Physics-awareness of LVs

The two requirements for physics-aware LVs are investigated so far: whether

LVs are disentangled (Sec. 3.5.2) or information-intensive (Sec. 3.5.3). In this
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section, physics-oriented investigations are performed to figure out the physical

meanings each physics-aware LV contains.

First, the relationship between the two physical parameters used in this

study (whose distribution is shown in Fig. 3.13a) and the top two ranked LVs

by KL-divergence (1st LV and 2nd LV) is visually investigated as β varies. Ac-

cordingly, in Fig. 3.13b, the distributions of the training dataset with respect to

those two LVs are shown. For the AE, VAE, 100-VAE, and 1000-VAE models,

the plots of the first column are colored by Ma value, and the second column by

AoA. Moreover, to confirm that how physical parameters can be represented

by top two LVs, we also draw the trajectories of the boundary data in Fig.

3.13b (they are extracted from the boundary of the physical parameter space,

as in Fig. 3.13a). In AE, neither Ma nor AoA have any noticeable trends. In

contrast, in VAE, the plot in the first column exhibits a trend that is not clear,

but still noticeable: as the 1st/2nd LV increases, AoA/Ma increases. However,

the increase in Ma cannot be explained by the increase in the 2nd LV alone

(the same goes for 2nd LV and AoA). These ambiguous correlations between

the two LVs and two physical parameters become more clear in 100-VAE (for

this case, as the 1st/2nd LV increases, Ma/AoA increases). Though 100-VAE

shows a much more obvious relationship than AE, it can be confirmed that

the physical parameters cannot be fully represented only by two dominant LVs

in that its trajectory does not cover the entire training dataset. Considering

the fact that there are three physics-aware LVs in 100-VAE, this may be an

expected result. However, it should be noted here that the top two variables

sorted by KL-divergence almost succeeded in representing the physical parame-

ters, whereas when the plot is drawn with the 1st and 3rd dominant LVs, a very

irregular pattern is observed. In this regard, the validity of ranking LVs through

KL-divergence is confirmed once again. Finally, the 1000-VAE is investigated.
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Since this model has two physics-aware LVs, one can expect that in the ideal

case, they correspond to the two physical parameters (this ideal situation is de-

picted in Fig. 3.2). And these conjectures are actually happening in 1000-VAE:

the correlations between two physical parameters and two LVs become clear,

and the latent space of the training dataset is perfectly closed by its boundary

trajectory. Here is the key finding of this study: though β-VAE has no infor-

mation about the physical parameters used to generate the training data, it

effectively extracts only two LVs out of total 16 LVs (especially when β=1000),

which correspond to actual physical parameters Ma and AoA. It can be con-

cluded that these marvelous results are owing to the orthogonality effect that

makes LVs disentangled and the regularization effect that makes redundant LVs

inactive. To make this clear, it should be noted that AE, one of the most widely

used nonlinear DR techniques, fails to construct a physics-aware latent space

in that it learns all 16 entangled LVs and therefore physically uninterpretable

despite the same training dataset as β-VAE.

As the visual analysis in the previous paragraph is qualitative, a quantitative

analysis is performed herein to verify whether LVMa or LVAoA in 1000-VAE cor-

responds to Ma or AoA (for the sake of brevity, LVMa refers to the 1st LV, and

LVAoA refers to the 2nd LV, which implies that LVMa and LVAoA are the LVs re-

sponsible for Ma and AoA, respectively). Single-variable linear regression (LR)

models are trained for this purpose (since the relationships between physical

parameters and LVs appear linear in Fig. 3.13, the LR model is considered to be

sufficient). For example, LR model for Ma is trained with the input variable as

LVMa and the output variable as Ma,which can be expressed as Ma=f(LVMa).

The training dataset is the same as in Sec. 3.4.1 and physical parameters and

LVs are standardized before training. If LVMa and Ma (or LVAoA and AoA)

have a linear relationship, the fitted LR models will perform well on the test
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(a)

(b)

Figure 3.13: Investigation of physical features contained in the top two LVs:

(a) distributions of training dataset and boundary data with respect to Ma

and AoA, and (b) distributions of training dataset for 1st and 2nd LVs (the

left figures are colored by Ma, and the rights by AoA).
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dataset. The results are shown in Fig. 3.14. In each subplot, the equation of

the trained LR model is also included. For both LR models Ma=f(LVMa)

and AoA=f(LVAoA), their equations clearly show that each physical param-

eter and LV are almost identical in that the coefficients are approximately 1

and the intercepts are 0. Also, the coefficients of determination (R2) calculated

based on the test dataset are 0.950 and 0.969, respectively, indicating that each

physical parameter can be represented by the linear relationship of only one

LV with sufficient accuracy. In addition, we train two additional LR models

with both LVs as input features: one as Ma=f(LVMa, LVAoA) and the other as

AoA=f(LVMa, LVAoA). If Ma needs both LVs for its expression, the R2 value

of the LR model Ma=f(LVMa, LVAoA) will be significantly higher than that of

Ma=f(LVMa). The trained LR models are described as follows:Ma

AoA

 =

 0.978 −0.011

−0.017 0.981

LV Ma

LV AoA

 . (3.2)

Herein, there are two notable points. First, the coefficient of LVAoA is negligible

(approximately 0) compared to that of LVMa (approximately 1) when modeling

Ma, which indicates that LVAoA is redundant variable for representing Ma

(same principal applies when modeling AoA). The second interesting point is

that the values of R2 do not change compared to those of the single-variable

LR models. The R2 of LR model Ma=f(LVMa, LVAoA) only increases 0.001

than Ma=f(LVMa), and AoA=f(LVMa, LVAoA) model has the same R2 as

AoA=f(LVAoA). These two points quantitatively suggest that the two active

LVs represent Ma and AoA in a disentangled (or independent) manner.

Since the physical meanings of LVMa and LVAoA are verified both qualita-

tively and quantitatively, the latent traversal plots of airfoil surface pressure

distributions are shown in Fig. 3.15 to check their influence on the flow field

more intuitively. In the traversal of LVMa (Fig. 3.15a), when the LV is in the
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(a) (b)

Figure 3.14: The results of the single variable LR: (a) Ma=f(LVMa), and (b)

AoA=f(LVAoA).

range of µ̂k−3σ̂k to µ̂k, there is no shock wave, but as it increases to µ̂k+1.5σ̂k

and µ̂k + 3σ̂k, the occurrence of a shock wave is shown, indicating that LVMa

corresponds to Ma. In the traversal of LVAoA (Fig. 3.15b), a variation in the

magnitude of the leading edge suction peak is observed, indicating LVAoA corre-

sponds to AoA. This visual analysis of the actual effects of LVMa and LVAoA on

the pressure distributions also leads to the consistent conclusion that they cor-

respond to Ma and AoA, respectively. Recall that the previous Fig. 3.2 showed

the ideal schematic for extracting physics-aware LVs. It is marvelous that 1000-

VAE enables this ideal situation exactly where physics-aware LVs correspond

to the physical generating factors of the training dataset. Although the ability

of β-VAE to extract physics-aware LVs is first observed with simple physical

parameters in this study, it has tremendous potential to be utilized to extract

generating factors from any dataset in any discipline. The scalability of this

framework to sparse and noisy dataset can be verified in Sec. 3.7.2.
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(a) (b)

Figure 3.15: Latent traversal plots of airfoil surface pressure distributions in

1000-VAE: (a) traversal of LVMa, and (b) traversal of LVAoA.

3.5.5 Physics-aware ROM

To summarize the results so far, physics-aware LVs are first extracted by

estimating the independence and information intensity of each LVs. These

physics-aware LVs are strongly correlated to physical parameters which are

the generating factor of training dataset, significantly increasing the inter-

pretablilty. Since LVs act as intermediaries in the prediction process of ROM,

their impact on the ROM is bound to be enormous. In this regard, this section

further investigates the effect of physics-awareness of LV on ROM.

Fig. 3.16 shows the MSE of the regression models (MSEreg) in each ROM; It

is calculated by the difference between true LV and predicted LV by regression

model. The reason that the scale of MSEreg is much smaller than that of MSE in

Fig. 3.6 is because the dimension of LV is much smaller than that of flow fields.

In that 16 regression models are required for 16 LVs, each point represents

the MSE of each model, and the symbol o/x indicates whether each LV is

physics-aware or physics-unaware. The results show that the MSEreg values of
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physics-unaware LVs are considerably higher than those of physics-aware LVs.

It is because the correlations between physical parameters and physics-unaware

LVs are too trivial to be trained by regression models. Fig. 3.17 supports this;

the response surface of the physics-unaware LV (Fig. 3.17b) is much noisier

than that of the physics-aware LV (Fig. 3.17a). Another interesting point in

Fig. 3.16 is that MSEreg values of the physics-aware LVs decrease as β increases.

This implies that the tight coupling/correlation between physics-aware LVs and

physical parameters is advantageous in terms of regression performance in the

ROM process.

Figure 3.16: MSE of the regression models in ROM.

Then, the MSE between the ground truth flow fields and those predicted by

ROM with the exclusion of kth LV is calculated, which is denoted as MSEpred,−k

where−k indicates the exclusion of the kth LV; note that the prediction by ROM

means obtaining the flow field from unknown input parameters, as already de-

scribed in Fig. 3.1. Specifically, kth LV is assumed to be constant as µ̂k, whereas

the other LVs are predicted from regression models so that the importance of
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(a) (b)

Figure 3.17: Comparison of the response surface of two LVs in the 1000-VAE:

(a) physics-aware LV, (b) physics-unaware LV.

kth LV can be estimated. Fig. 3.18 demonstrates their results, where the x-axis

indicates KL-divergence ranking of the LVs. An important observation is that

the effect of the LV on MSEpred,−k decreases as the LV ranks down. From the

fact that the LV ranked higher by KL-divergence has a greater effect on ROM

accuracy, it can be concluded that the proposed ranking approach is also valid in

terms of ROM performance. Moreover, the physics-unaware LVs (those ranked

after 4th in 30-VAE, after 3rd in 100-VAE, and after 2nd in 1000-VAE) have

negligible effects on MSEpred,−k. This implies that training regression models of

physics-unaware LVs are meaningless with respect to the prediction accuracy

of ROM; in other words, it is sufficient enough to train regression models of

only physics-aware LVs. In this regard, to examine the necessity of each LV in

ROM prediction, Fig. 3.19 visualizes the MSEpred values of physics-aware ROM

via β-VAE, where all physics-unaware LVs are excluded (e.g., only two LVs are

used for ROM via 1000-VAE). For the comparison, those of physics-unaware
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ROM via AE are also shown: herein, MSEpred utilizing all 16 LVs or 15 LVs with

one LV excluded is presented. Although a considerably small number of LVs

are used in physics-aware ROM, the accuracy of them is comparable to that of

AE-16LV, physics-unaware ROM. This can also be confirmed by the pressure

contour presented in Fig. 3.20. Furthermore, even if only one LV is excluded in

AE (AE-15LV), its ROM accuracy becomes equivalent to or even lower than

that of 1000-VAE only with two LVs (1000-VAE-2LV). This result highlights

the inefficiency of ROM through AE, in that it requires all 16 entangled LVs

and therefore requires training 16 regression models. Using physics-aware ROM

via 30-VAE, the equivalent accuracy can be achieved with only 4 regression

models.

Figure 3.18: MSE of ROM prediction with the exclusion of kth LV.
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Figure 3.19: Comparison of prediction MSE between physics-aware ROM and

physics-unaware ROM.
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(a)

(b)

Figure 3.20: Pressure contour predicted from AE/β-VAE-based ROMs: (a)

prediction, (b) absolute error.
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3.6 Summary

This study proposed the physics-aware ROM based on physics-aware LVs,

which are interpretable and information-intensive LVs extracted by β-VAE. The

proposed framework is validated against the 2D transonic benchmark prob-

lem in the following order: first, the process of extracting physics-aware LVs

is scrutinized by quantitatively estimating their independence and information

intensity. Then, the actual physical meanings of these LVs are thoroughly inves-

tigated. Finally, the effectiveness of the proposed physics-aware ROM compared

to conventional ROMs is verified. The key contributions of our study can be

summarized as follows:

1. The impacts of hyperparameter β on the independence of LVs were scruti-

nized, and its effect on the independence of LVs was practically confirmed

in that LVs become disentangled from each other as β increases.

2. KL-divergence ranking method was proposed to measure the information

intensity of each LV. This approach has two following advantages over the

previous ranking method: KL-divergence is the direct cause of the discrep-

ancies in their information intensity and it does not require cumbersome

post-processing of reconstructed data. The proposed criterion was con-

firmed to have a consistent trend with estimated standard deviations and

Sobol indices, indicating their validity. Through this ranking method, the

effect of β on the latent space regularization was practically confirmed in

that LVs become information-intensive as β increases.

3. The physical meanings contained in physics-aware LVs were thoroughly

investigated. The correlation between the physical generating factors of

the training dataset and the information physics-aware LVs contain was
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scrutinized as β varies. Finally, it was confirmed quantitatively and qual-

itatively that the extracted physics-aware LVs in 1000-VAE actually cor-

respond to the generating factors, which were Ma and AoA in this study.

To the best of the authors’ knowledge, this is the first observation of

physics-aware LVs in the fluid dynamics discipline.

4. The effects of physics-awareness of LVs on the accuracy of regression and

prediction processes in ROM were analyzed and it was confirmed that only

physics-aware LVs had a significant effect on their accuracy. Therefore,

physics-aware ROM, which utilizes only physics-aware LVs is proposed

for its efficiency in that the number of required regression models can be

reduced significantly. Finally, compared to the conventional ROMs, its

validity and efficiency were successfully verified.

The presented data-driven physics-aware ROM has great potential in two

engineering applications. First, the extraction process of physics-aware LVs can

be applied to discover generating factors from the given dataset. For example,

this application can be extended to identify fault-causing factors in sensor data

from manufacturing processes. Second, physics-aware ROM can be an efficient

alternative to conventional black-box ROMs in that it utilizes necessary re-

gression models of only physically interpretable and information-intensive LVs,

rather than redundant regression models of all uninterpretable LVs. Though the

application of this framework was demonstrated via 2D transonic benchmark

problem, it can be easily applied and extended to numerous engineering disci-

plines since no special assumptions have been made on this specific problem.

For future work, a more comprehensive investigation on physics-aware LVs will

be conducted, such as their scalability to the temporal dataset or their ability

to discern redundant physical parameters.
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3.7 Additional results

3.7.1 POD results

This study mainly focused on the nonlinear-based DRmethods (AE/VAE/β-

VAE). In this section, additional results by POD, which is the gold standard

of the linear-based DR approach, are presented. Fig. 3.21 shows the pressure

contour predicted by POD-based ROM and its absolute error contour. Herein,

POD-16LV and POD-2LV each represent ROM with 16 and 2 LVs (or modes)

of POD. When compared to Fig. 3.20, the error contour of POD-16LV is com-

parable to that of AE/VAE/β-VAE, whereas POD-2LV is much more worse.

Indeed, MSEpred of ROM based on POD-2LV (4.94 × 104) is 26 times higher

than that of 1000-VAE-2LV (1.87× 103), while POD-16LV (2.07× 103) is only

1.1 times higher than 1000-VAE-2LV. It is noteworthy that the ROM accuracy

based on only 2 LVs (1000-VAE-2LV) is higher than that based on 16 LVs

(POD-16LV).

Fig. 3.22 shows the same results as in Fig. 3.15 except it is based on POD.

Due to the poor ROM accuracy of POD-2LV mentioned above, it is shown that

the physical discontinuity (shock wave in this case) cannot be accurately cap-

tured. Furthermore, when compared to 1000-VAE in Fig. 3.15, the two dominant

LVs of POD encode the physical characteristics (shock wave and leading edge

suction peak) in an entangled manner; the traversals of them are not physically

interpretable, unlike 1000-VAE. It indicates that despite its orthogonality, the

physical interpretability of its latent space cannot be guaranteed. This section

shows the obvious superiority of nonlinear-based DR methods over linear-based

DR method (POD) in terms of reconstruction accuracy of ROM and physical

interpretability of latent space, both of which are the main interests of this

study.
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(a) Predicted pressure contour (b) Absolute error contour

Figure 3.21: Pressure contour predicted from POD-based ROM: (a)

prediction, (b) absolute error.

(a) (b)

Figure 3.22: Latent traversal plots of airfoil surface pressure distributions in

POD: (a) traversal of 1st LV, and (b) traversal of 2nd LV.
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3.7.2 Scalability of extracting physics-aware LVs in practical

problem

In the main text, the framework for extracting physics-aware LVs using β-

VAE is validated with regularized and well-organized CFD dataset. However,

most of the data in real-world engineering is sparse and noisy. Accordingly,

in this section, the practical scalability of the proposed method is verified by

utilizing only a small portion of the training dataset with artificial noises. For

this purpose, the training dataset in the main text (which is the tensor of

3× 512× 128) is preprocessed to be a vector with only 35 elements: 32 surface

pressure values, lift coefficient (Cl), drag coefficient (Cd), and pitching moment

coefficient (Cm). Artificial Gaussian noises are added considering the scale of

each element, and the final dataset is shown in Fig. 3.23. Then, AE and β-

VAE models (β ∈ [0.01, 0.1, 1]) are trained and their top two ranked LVs are

visualized in Fig. 3.24 (which corresponds to Fig. 3.13 in Sec. 3.5.4). Again, it

can be seen that LVs of AE are highly entangled. On the other hand, LVs of

β-VAE become more and more disentangled as β increases so that eventually

in 1-VAE, each LV solely represents Ma and AoA, respectively. Accordingly, it

can be concluded that the extraction of physics-aware LVs via β-VAE, which

is first observed and reported in this study, has the potential to be applied to

real-world engineering problems where training datasets are sparse and noisy.
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(a) (b)

(c) (d)

Figure 3.23: Preprocessed training dataset consisting of (a) 32 surface pressure

values, (b) Cl, (c) Cd, and (d) Cm.
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Figure 3.24: Investigation of physical features contained in the top two LVs for

sparse and noisy datasets.
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Chapter 4

Reliable and efficient uncertainty
quantification

The work in this chapter is currently under review [132].

4.1 Introduction

This chapter aims to achieve a reliable and efficient UQ, which is crucial

for the application of regression models to aerodynamic design, by using a DE

approach that is capable of all of the following: universal approximation capabil-

ity, scalability to large datasets, and multi-output regression. Specifically, this

chapter aims to comprehensively investigate the DE model in the multi-output

regression task, which is the most common problem in practical engineering

disciplines, to predict the aerodynamic performance of a missile configuration.

The most popular regression model capable of UQ in engineering fields but

not scalable to large datasets, GPR, is also compared with DE. Not only the

validation is performed, but since the poor reliability of the quantified uncer-

tainty by DE is observed, a simple post-hoc calibration method is applied to
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DE models to correct the unsatisfactory uncertainty quality. Finally, the im-

pact of the proposed calibration method on Bayesian optimization is examined,

verifying the fact that whether the DE is calibrated or not can result in un-

intended exploration characteristics when extended to Bayesian optimization.

The remainder of this chapter highlights why the reliable UQ of the regression

model is inevitable in the aerodynamic design process and how this dissertation

extensively investigates the performance of the DE approach for this purpose.

Finally, the main contributions of this chapter are summarized.

We are entering an era of high-performance computing technologies and

they have enabled engineers to efficiently obtain vast amounts of data, so-called

big data. Accordingly, numerous data-driven approaches have been studied to

derive physical insights from the growing number of available datasets. The

most popular but most fundamental one is to utilize a given dataset to train

a regression model (also referred to as a surrogate model), which is used to

predict quantities of interest (QoIs) [16, 17, 18]. This straightforward approach

can be leveraged for a variety of applications, from exploration during the de-

sign optimization process [19] to the prediction of high-dimensional data via

reduced-order modeling [20]. Furthermore, from the perspective that the re-

gression model can accelerate the realization of digital twins by replacing the

high-demand simulations required within its procedure [26], its potential seems

boundless.

However, such impacts cannot be fully achieved by the regression model

alone. In real-world engineering problems, knowing what it does not know and

therefore improving interpretability is an indispensable issue. In the decision-

making process based on the regression model, engineers should consider the

predictive uncertainty derived from insufficient train data and imperfect regres-

sion model [133]. Otherwise, blind faith in regression models, especially during
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risk assessment and management procedures, can lead to unexpected and there-

fore disastrous outcomes. The most common approach to deal with this issue

is to perform Bayesian optimization, also known as efficient global optimiza-

tion in engineering fields [134, 19, 31, 35]. Briefly, it aims to reduce model

uncertainty by iteratively updating the model based on the acquisition func-

tion [135, 136, 137], which contains uncertainty information (Fig. 4.1). Since

the Bayesian optimization process requires uncertainty quantification (UQ),

whether the model quantifies the uncertainty over its prediction is the key con-

sideration for engineers in determining which regression model to utilize.

Figure 4.1: Flowchart of Bayesian optimization.

Gaussian process regression (GPR)—also known as Kriging—is one of the

most widely used regression models capable of UQ in various engineering fields

[138, 139, 140, 141, 142, 143, 144, 130, 145, 146, 147, 148, 149]. GPR allows

engineers to identify which predictions are unreliable by providing predictive

uncertainty, and it has become the most prevalent regression model for Bayesian

optimization [16, 19, 150, 137]. However, GPR is notorious for its time com-
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plexity of O(n3) and memory complexity of O(n2), where n denotes the dataset

size [46, 47]. Even in multi-output regression tasks, since a GPR is trained for

each output independently, the required training time increases linearly with

respect to the output dimension, and the correlations within outputs become

completely ignored [39].

In this regard, Bayesian neural networks (BNNs) [151, 152, 153] can be ef-

fective alternatives for the following reasons: 1) their universal approximation

capability [58, 65]; 2) scalability to large datasets due to mini-batch training

[66]; and 3) multi-output prediction only with a single regression model. Since

BNNs aim to learn the probability distributions of the model parameters on the

basis of Bayesian inference, they can estimate the uncertainty of their predic-

tion, whereas traditional neural networks (NNs) only provide point estimates.

However, their additional model parameters lead to slower convergence during

the training [51] and require significant modifications to the conventional frame-

work of NNs, leading to cumbersome and knotty training algorithms [48, 49, 50].

Such computational complexity and inefficiency prevent BNNs from being a vi-

able option for engineers who prioritize practicality and are not familiar with

Bayesian formalism.

Recently, easy-to-use but scalable approaches for approximating Bayesian

inference have attracted the attention of engineers. Especially, deep ensem-

bles (DE) [49] and MC-dropout [154, 155] require only a few modifications to

standard (or vanilla) NNs, demonstrating their applicability to the fields of en-

gineering. However, since MC-dropout has controversial issues about whether

or not it is Bayesian inference [156, 157, 158, 159], it is out of our focus; see

4.6.1. DE, an approach to quantify the predictive uncertainty by leveraging

ensembles of NNs, was first proposed by Lakshminarayanan et al. [49]. Their

idea is so “simple and straightforward” that it only requires training multiple
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NNs in parallel on the same training dataset. Despite its simplicity, several re-

searchers have recognized that the DE provides not only accurate predictions,

but also robust, reliable, and practically useful uncertainty on a wide vari-

ety of architectures and datasets, even on out-of-distribution (OOD) examples

[160, 161, 162, 163]. Finally, it has come to be treated as the “gold standard

for accurate and well-calibrated predictive distributions” [164].

However, most previous studies have focused on verifying whether DE ac-

curately estimates the uncertainty in classification tasks [49, 165, 166, 161, 162,

163]. Its comprehensive validation has not been conducted in multi-output re-

gression tasks, which are the most common problems in practical engineering

disciplines. For example, de Becdelievre and Kroo [167] and Pawar et al. [168]

utilized DE for tailless aircraft range optimization and boundary layer flow pre-

diction tasks, respectively, without any validation of the estimated uncertainty

in their problems. In this sense, our research focuses on a thorough validation

of the DE approach in multi-output regression tasks, while comparing it with

GPR, both in terms of regression accuracy and reliability of the estimated un-

certainty. Especially, we seek to overcome the limitations of existing studies

that blindly adopted the number of NNs used in DE without sufficient expla-

nation of their effects [169, 162, 170, 167, 171, 165, 167, 172, 173]. Finally, a

tendency of the quantified uncertainty to become underconfident with the num-

ber of NNs is observed and a practical calibration method is proposed to be

applied. The corresponding effects are verified quantitatively with two uncer-

tainty evaluation criteria, and their potential impact on Bayesian optimization

is briefly investigated. The main contributions of this work can be summarized

as follows:
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1. First attempt to validate DE approach in the multi-output regression

task.

2. The effect of the number of NNs used for DE is comprehensively investi-

gated and two different criteria are utilized for rigorous validation of its

uncertainty quality.

3. Accordingly, an increasing trend of underconfidence with the increasing

number of NNs is first empirically observed in the regression task, and its

analytical explanation is derived.

4. A simple post-hoc calibration method is applied to DE models for the

correction of unsatisfactory uncertainty quality and its effectiveness is

verified both qualitatively and quantitatively.

5. The potential impact of the proposed calibration method on Bayesian

optimization is briefly examined: the possibility that different estimates

of uncertainty could lead to different exploration behavior is examined.

6. Throughout the above procedures, GPR—the most well-known UQmodel—

is compared with DE, and the effectiveness of DE over GPR is confirmed.

The rest of this chapter is organized as follows. In Sec. 4.2, the background

on how to implement DE and evaluate its uncertainty quality is described. In

Sec. 4.3, the application of DE to a multi-output regression task in aerospace

engineering is elaborated. It provides a thorough validation of DE models com-

pared to GPR models, both in terms of prediction accuracy and uncertainty

quality. In Sec. 4.4, a simple post-hoc calibration method is applied and its ef-

fects on uncertainty quality and Bayesian optimization are investigated. Finally,

in Sec. 4.5, the conclusion and future work of this study are presented.
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4.2 Implementation and evaluation of DE

DE was first proposed by Lakshminarayanan et al. [49] for the simple and

scalable estimation of predictive uncertainty. Although its idea can be seen as

a straightforward extension of NNs (making use of multiple NNs), DE has re-

ceived little attention in the engineering disciplines, in contrast to its reputation

in computer science. This is due to the lack of previous works explaining its

algorithm friendly and comprehensively, and therefore the purpose of this sec-

tion is to fill the academic gap by elaborating on the DE methodology and its

validation. First, we introduce the background of how to implement DE in Sec.

4.2.1 and then how to evaluate its uncertainty quality is described in Sec. 4.2.2.

4.2.1 Deep ensembles (DE)

The NNs discussed in Sec. 2.2.1 are often considered “overconfident” because

they do not provide any measure of uncertainty. For those who are interested

in UQ, DE can be an alternative approach. DE is based on an ensemble of

NNs, but there is a key distinction: unlike a standard NN, which only outputs

QoIs as µ(x), the NN used for DE outputs them as a Gaussian distribution,

N
(
µ(x), σ2(x)

)
. That is, it assumes that QoIs are sampled from N

(
µ(x), σ2(x)

)
and aims to provide information about this distribution by outputting µ(x) and

σ2(x). Here, µ(x) refers to the estimated/predicted value and σ2(x) refers to the

estimated/predicted variance. It should be noted that the estimated variance

σ2(x) indicates the aleatory uncertainty (uncertainty arising from noise inherent

in the training data) regarding the estimated value µ(x) [174, 175]. With this

specific NN architecture, the number of final nodes is doubled since it outputs

not only the standard outputs, µ(x), but also the uncertainty about them, σ2(x).

Due to the probabilistic distribution it provides, this type of NN is referred to

112



as a probabilistic NN.

The probabilistic NN architecture is adopted in the DE model since the

vanilla NN structure cannot apply the proper scoring rule, which is the criterion

for estimating the quality of predictive uncertainty [176]. Lakshminarayanan

et al. [49] emphasized that with the vanilla NN architecture, which provides

only the estimated value µ(x), the mean squared error (MSE) would be used

as the loss function:

MSE =
(
y − µ(x)

)2
(4.1)

and therefore the information about the predictive uncertainty is entirely dis-

regarded during the training. To address this issue, they proposed utilizing a

probabilistic NN that can output both µ(x) and σ2(x). It allows the use of the

proper scoring rule, negative log-likelihood (NLL), which is the standard metric

for assessing the quality of probabilistic models [177]:

NLL(µ(x), σ2(x), y) = −log
(
pθ(y|x)

)
=

logσ2(x)

2
+

(
y − µ(x)

)2
2σ2(x)

+
log2π

2
(4.2)

This NLL allows the intuitive interpretations as follows [178, 179]. 1) When

some training points have high MSE,
(
y − µ(x)

)2
, the impact of the term(

y−µ(x)
)2

2σ2(x)
is relatively significant compared to logσ2(x)

2 . Therefore, the model is

trained to output high denominator value, σ2(x), at the corresponding points to

reduce the NLL. 2) At training points with low MSE, the term logσ2(x)
2 becomes

relatively dominant and thus the model is encouraged to output low σ2(x) at

those points. In summary, the NLL scoring rule-based training algorithm for

the probabilistic NN facilitates the learning of reliable predictive uncertainty

by estimating high uncertainty where prediction error is high and low uncer-

tainty where prediction error is low. It should be noted that this cannot be

accomplished in vanilla NN with MSE loss function.
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However, using a single probabilistic NN is limited to estimating the aleatory

uncertainty. To estimate the epistemic uncertainty arising from the model pa-

rameters due to insufficient training data, a further step is required. Lakshmi-

narayanan et al. [49] suggested the use of multiple probabilistic NNs, called deep

ensembles (DE), to quantify both aleatory and epistemic uncertainties. Specif-

ically, they aimed to capture the epistemic uncertainty by using the multiple

probabilistic NNs trained on the identical dataset (also identical architectures

for NNs are used). The overall training procedure is summarized in Algorithm

2. There are two notable points herein: 1) the random initialization of the model

parameters of the NNs in line 2; and 2) the random shuffling of the training

dataset due to mini-batches in line 5. These two factors are regarded as the

main causes of the individual NN with identical architecture in the ensemble

being able to be trained with enough diversity [49]. See Fort et al. [161] for

further information, which examined the effects of random initialization and

random shuffling.

To see how the ensemble of probabilistic NNs trained in Algorithm 2 es-

timates two types of uncertainty, let µi(x) and σ2
i (x) be the predictive mean

and predictive variance output by the ith individual NN. Herein, the predicted

probabilities of y from the ith NN can be expressed as N
(
µi(x), σ

2
i (x)

)
, indi-

cating that there are multiple Gaussian distributions according to each NN in

the ensemble. Lakshminarayanan et al. [49] suggested approximating the final

probability of the output as a mixture of Gaussian probabilities as follows:

µ̂ =
1

M

M∑
i=1

µi, (4.3)
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Algorithm 2 Training procedure of DE

1: Split the train dataset X (with input x and output y) into J mini-batches.

2: Randomly initializes model parameters of the M probabilistic NNs and set

training epochs.

3: for i = 1 : M do ▷ Loop for NN (parallelizable)

4: for epochs do ▷ Loop for epoch

5: for j = 1 : J do ▷ Loop for mini-batch

6: µij , σ
2
ij = NNi(xij) ▷ Feed-forward with mini-batch xj

7: Lij =NLL(µij , σ
2
ij , yij) ▷ Calculate NLL

8: θi = θi − learning rate ∗ δLij/δθ ▷ Update model NNi

9: end for

10: end for

11: end for

σ̂2︸︷︷︸
predictive
uncertainty

=
1

M

M∑
i=1

σ2
i + (

1

M

M∑
i=1

µ2
i − µ̂2)

= E(σi)︸ ︷︷ ︸
aleatory

uncertainty

+ V ar(µi)︸ ︷︷ ︸
epistemic
uncertainty

(4.4)

where M is the number of probabilistic NNs used for the ensemble. Accordingly,

the final predictive value of DE is µ̂ and the final predictive uncertainty is σ̂2.

As in Eq. 4.4, the predictive uncertainty can be decomposed into aleatory and

epistemic uncertainty; see Scalia et al. [180] and Hu et al. [181] for more details.

It should be noted that no additional training algorithm is required after the

training of probabilistic NNs in Algorithm 2: only the mixture process of already

trained NNs in Eq. 4.3 and Eq. 4.4 is required. The overall flowchart of DE from

the training of probabilistic NNs to the final prediction is schematically shown
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in Fig. 4.2.

Figure 4.2: Flowchart of DE approach.

4.2.2 Uncertainty quality evaluation

In the previous Sec. 4.2.1, we explored the ability of the DE technique

to determine predictive uncertainty. However, engineers who are interested in

predicting uncertainty require more than just the feasibility of UQ; they also

require confidence in the reliability of the estimated uncertainty. Unfortunately,

previous studies that employed GPR to evaluate predictive uncertainty in en-

gineering fields have disregarded this point. Consequently, the purpose of this

section is to address this gap by presenting two criteria for assessing the accu-

116



racy/reliability of estimated predictive uncertainty. These techniques are appli-

cable to any regression model performing UQ, such as GPR and DE.

4.2.2.1 AUCE

The most widely used metric to evaluate the reliability of uncertainty is the

area under the calibration error curve (AUCE) [182, 160]. The primary goal of

this measure is to ensure that the confidence intervals (CI) estimated by the

model are accurate in practice. The concept of AUCE is shown schematically

in Fig. 4.3. In Fig. 4.3a, the CI labeled “Well-calibrated 60% CI” contains 60%

of the test dataset (6 out of 10 points), where test dataset indicates the dataset

used to verify the quality of the estimated uncertainty. Thus, a well-calibrated

model would have a 60% CI that actually contains 60% of the test data. On

the other hand, if the 60% CI contains more than 60% of the dataset (8 out of

10 points), the model is considered underconfident, which corresponds to the

case of “Underconfident 60% CI.” This means that the model is not confident

enough about its prediction and overestimates its CI. Conversely, if the 60%

CI contains less than 60% of the dataset (4 out of 10 points, “Overconfident

60% CI” case), the model is considered overconfident, meaning that it is too

confident in its prediction and thus estimates a narrower CI than it actually

should.

The difference between the CI estimated by the model and the actual data it

contains can be assessed visually by the CI-based reliability plot shown in Fig.

4.3b. This plot compares the predicted CI from the model on the x-axis with the

observed CI measured with the test dataset on the y-axis. To clarify, consider the

situation depicted in Fig. 4.3a. In the underconfident case, which corresponds

to point P1 (x=0.6, y=0.8), the predicted 60% CI actually corresponds to the

observed 80% CI because 8 out of 10 points are included. Point P2 represents

117



(a)

(b)

Figure 4.3: (a) Illustration of well-calibrated/miscalibrated models: 60% CI of

the well-calibrated model contains 60% of the test data, whereas that of the

underconfident and overconfident model contains 80% and 40% of the data,

respectively. (b) Illustration of CI-based reliability plot.

the well-calibrated case, where the predicted 60% CI by the model matches the

actual 60% of data contained in the CI. In contrast, point P3 represents the

overconfident case, where the model predicts a 60% CI that actually contains
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only 40% of the data. In this context, the line y = x represents an ideally well-

calibrated model where the predicted CI perfectly matches the observed CI.

The algorithm for the CI-based reliability plot is summarized in Algorithm 3.

Algorithm 3 Procedure for CI-based reliability plot

1: Prepare the test dataset X (with input x and output y).

2: Define candidates of CI to be investigated: P = {p1, p2, ..., pK}.

3: D = ∅ ▷ Initialize dataset D to be plotted as y-axis

4: for i = 1 : K do ▷ Loop for P

5: count = 0 ▷ Initialize count

6: Find Q(
pi + 1

2
|µ, σ2), which is

pi + 1

2
quantile of N(µ, σ2).

7: for j = 1 : length(X) do ▷ Loop for X

8: if −Q
(pi + 1

2
|µ(xj), σ2(xj)

)
≤ yj ≤ Q

(pi + 1

2
|µ(xj), σ2(xj)

)
then

9: count+ = 1

10: ▷ Increase count if test data is within the estimated CI

11: end if

12: end for

13: p̂ = count/length(X) ▷ Calculate observed CI

14: D = D ∪ p̂ ▷ Append p̂ to D

15: end for

16: Plot CI-based reliability plot: x-axis with P and y-axis with D.

By utilizing this CI-based reliability plot, the AUCE, which is a metric that

evaluates the quality of the estimated uncertainty, can be derived. In detail,

it is calculated as the area between the ideal line y = x and the reliability

plot of the model. The hatched area in Fig. 4.3b corresponds to the AUCE of

the underconfident model, and the mathematical expression for the AUCE is

provided in the following equation [160]:
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AUCE =
1

K

K∑
i=1

|p̂− pi| (4.5)

where K refers to the number of CI candidates as in Algorithm 3. By definition,

a low AUCE value implies that the predictive uncertainty quantified by the

model is reliable (or well-calibrated). Additional information on AUCE can be

found in Naeini et al. [183], Gustafsson et al. [160], and Scalia et al. [180].

4.2.2.2 ENCE

Despite its reputation as a metric of uncertainty quality, AUCE has a criti-

cal shortcoming in that it only considers the average over the entire test dataset

rather than individuals as mentioned by Levi et al. [184]. Moreover, they ana-

lytically and empirically elaborated that AUCE can be zero even when the pre-

dicted distribution is statistically independent from that of the ground truth. In

this context, they proposed a novel approach to evaluate the quality of uncer-

tainty, the expected normalized calibration error (ENCE). It was first proposed

based on the intuitive assumption: for the well-calibrated model, the estimated

uncertainty σ2(x) will be equal to
(
y − µ(x)

)2
, MSE. This condition can be

expressed mathematically as follows, implying that a higher estimated variance

should correspond to a higher expected MSE [185]:

Ex,y[
(
y − µ(x)

)2|σ2(x)] = σ2(x) (4.6)

The above Eq. 4.6 indicates that the ideally (perfectly) well-calibrated model

will have an expected error exactly equal to predictive uncertainty. In this

sense, whether the model is well-calibrated can be visually inspected using

the error-based reliability plot [180, 184]: x-axis as root mean squared error

(RMSE), y − µ(x), and y-axis as root of the mean variance (RMV), σ(x). Fig.

4.4 illustrates it, and by its definition in Eq. 4.6, y = x line indicates the ideally
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calibrated model. The procedure for its plotting is summarized in Algorithm 4.

Figure 4.4: Illustration of error-based reliability plot. Underconfident model

overestimates RMV relative to RMSE, while overconfident model

underestimates RMV. The ideal model estimates the equivalent RMV and

RMSE as the y = x black dashed line.

Then, the area between the ideal y = x line and the error-based reliability

plot can be calculated. The normalized version of this value refers to ENCE,

the second uncertainty quality metric, and is as follows:

ENCE =
1

B

B∑
i=1

|RMV(i)− RMSE(i)|
RMV(i)

(4.7)

where B indicates the number of bins in Algorithm 4. Therefore, the ENCE

of the underconfident model in Fig. 4.4 can be calculated as the hatched area

divided by RMV. As with AUCE, the lower the ENCE value, the better the

model is calibrated.

4.2.3 Uncertainty calibration: STD scaling

In situations where the estimated uncertainty from the model is imprecise

in terms of AUCE (refer to Sec. 4.2.2.1) and ENCE (refer to Sec. 4.2.2.2), there
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Algorithm 4 Procedure for error-based reliability plot

1: Prepare the test dataset X (with input x and output y).

2: Sort X according to y values.

3: Define the number of bins: B (assume B divides length(X)).

4: Divide sorted X into B bins, X̃ = {X̃1, X̃2, ..., X̃B}, such that each X̃i has

the same size of length(X)/B.

5: DRMSE = ∅ ▷ Initialize dataset DRMSE to be plotted as x-axis

6: DRMV = ∅ ▷ Initialize dataset DRMV to be plotted as y-axis

7: for i = 1 : B do ▷ Loop for X̃

8: DRMSE = DRMSE ∪
√

1

|X̃i|
∑

x∈X̃i

(
y(x)− µ(x)

)2
9: ▷ Append RMSE to DRMSE

10: DRMV = DRMV ∪
√

1

|X̃i|
∑

x∈X̃i

σ2(x)

11: ▷ Append RMV to DRMV

12: end for

13: Plot error-based reliability plot: x-axis withDRMSE and y-axis withDRMV .

are various techniques for calibrating uncertainty. Some of these methods in-

clude histogram binning [186], isotonic regression [187], and temperature scaling

[179]. The first two techniques are non-parametric, and therefore, the number

of parameters utilized is dependent on the training dataset size. Conversely,

temperature scaling is a parametric approach that needs a fixed number of

parameters.

Given the practicality being a crucial consideration in applying UQ tech-

niques to the engineering domain, this research adopts a straightforward ap-

proach: temperature scaling. More specifically, the study employs STD scaling,

which is a regression task version of temperature scaling [184]. With STD scal-

ing, it is only necessary to determine a scalar parameter, denoted as s, which is
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used to multiply the standard deviation initially estimated by the DE model,

σ̂. The value of s used in the calibration process is selected to minimize the

NLL, as shown below:

s = argmin
s

(
log

(
sσ̂(x)

)2
2

+

(
y − µ̂(x)

)2
2
(
sσ̂(x)

)2 +
log2π

2
), (4.8)

Please note that this equation is the simple modification of Eq. 4.2, where σ(x)

is replaced by sσ̂(x). This calibration procedure is completely separate from

the training procedure of DE; it is performed after the mixture step in Fig.

4.2, so it is called the post-hoc or post-process calibration method. It should be

emphasized that the model parameters (weights and biases in the NN model)

remain unchanged throughout the calibration process. The STD scaling method

is intuitively explained as follows: if the estimated uncertainty from the trained

model
(
σ̂(x)

)
is poorly calibrated, the calibrated version of the uncertainty

sσ̂(x) is used in its place. It is important to note that this calibration pro-

cess is intended solely to correct the estimated uncertainty, and therefore, only

the output σ̂(x) of the DE changes, while the predictive value µ̂(x) remains

unaltered. The steps involved in the STD calibration process are outlined in

Algorithm 5. For calibration, a separate dataset should be used that is distinct

from the training and test datasets to ensure calibration generalization [184],

and therefore, a validation dataset is utilized for the calibration. In multi-output

regression tasks, every DE output can be calibrated independently using the

number of scaling parameters s equal to the output dimension (this is imple-

mented by the for-loop in line 3 of Algorithm 5). In conclusion, this study uses

a straightforward STD calibration method for uncertainty calibration, which

involves tuning scalar parameters without modifying trained NNs.
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Algorithm 5 STD calibration procedure

1: Prepare calibration dataset X (with input x and output y).

2: Define candidates of scaling factor: S

3: for i = 1 : length(y) do ▷ Loop for output dimension of DE

4: si = argmin
s∈S

(
log

(
sσ̂i(x)

)2
2

+

(
yi − µ̂i(x)

)2
2
(
sσ̂i(x)

)2 +
log2π

2
)

5: end for

6: Utilize si to calibrate estimated uncertainty over ith output

7: ▷ Use siσ̂i in lieu of σ̂i.
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4.3 Application of DE to aerodynamic performance

regression task

This section applies the DE method to a real-world engineering problem

of predicting aerodynamic coefficients for a specific missile configuration with

varying flow conditions. It aims to validate the performance of DE in multi-

output regression tasks since no comprehensive study has been conducted on

this topic. The section evaluates both the regression and uncertainty estimation

performance of DE and investigates the impact of M , the number of NNs used

for the ensemble.

4.3.1 Data preparation and training details

After obtaining the training dataset, the next step is to determine the struc-

ture of the probabilistic NN to be used for the ensemble: following the work

by Lakshminarayanan et al. [49], the identical architectures of the probabilistic

NNs are used for ensembling in this study. To this end, grid search is carried

out with hyperparameters such as the number of layers, number of nodes, and

size of the mini-batch. Other hyperparameters such as the optimizer algorithm,

initial learning rate, and total epochs are selected as Adam, 10−3, and 13,000,

respectively. The results of the tuning are available in 4.6.2.1. A probabilistic

NN with 7 hidden layers and 128 nodes is selected based on both NLL and

RMSE, and the mini-batch size is set to 512. Subsequently, different values of

the hyperparameter M (2, 4, 8, and 16) are adopted, with each corresponding

DE model referred to as DE-2, DE-4, DE-8, and DE-16 in this manuscript.

That is, for DE-16, 16 probabilistic NNs with 7 hidden layers and 128 nodes

are trained with a mini-batch size of 512, sharing identical hyperparameters

with other DE models except M .
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GPR models with different kernels are also trained for their hyperparameter

tuning. To this end, Matérn 5/2, radial basis function, rational quadratic, and

dot-product kernels are examined [188], and their results also can be found in

4.6.2.2. In addition, not only single-output GPR models are tested, but also the

multi-output GPR (MOGPR) with radial basis function kernel is trained for

more comprehensive comparison with DE [188, 189, 190, 191]. Among them,

GPR with Matérn 5/2 kernel shows the best performance, and is therefore se-

lected for the comparison with DE throughout this paper. The required training

times for DE with selected NN structure (7 hidden layers and 128 nodes) and

GPR (Matérn 5/2 kernel) models using Intel(R) Xeon(R) CPU @ 2.20GHz are

as follows: 10.9 hours for GPR, 2.4 hours for DE-2, 5 hours for DE-4, 9.7 hours

for DE-8, and 19.4 hours for DE-16. The loss function history of the trained

models is shown in Fig. 4.5.

Figure 4.5: Loss history of all trained models. NLL calculated by the test

dataset is adopted the results of the hyperparameter tuning (Table 4.3 in Sec.

4.6.2).
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4.3.2 Evaluation of regression performance

In this section, the regression performances of all selected models are pre-

sented using a test dataset that is not used in model training. Before going into

details, DE-2 (which required the least training time among the DE models)

is compared with GPR to highlight the efficiency of the DE models. Fig. 4.6

shows the results of kernel density estimation (KDE), which demonstrates the

generalization performance of the models by visualizing the distributions of the

test data in terms of NLL and RMSE (those of all six QoIs are averaged to

be shown in this figure). For both criteria, the obvious superiority of DE-2 can

be identified: most of the test data is concentrated in the lower error region in

DE-2. More specifically, the KDE of NLL shows that the density peak of DE-2

represented by a star with long dashed line is located at NLL of -4.6, while

that of GPR is located at -3.1. When it comes to RMSE, the peak of DE-2

is at RMSE of 0.003 while GPR is at 0.09. The medians of the error metrics

are also shown as circles with dotted lines. For both metrics, those of DE-2

are much lower than those of GPR, indicating that DE-2 performs better than

GPR overall. The most interesting point here is that although DE-2 requires

only 22% of the training time of GPR, it achieves superior regression accuracy.

Fig. 4.7 provides the comprehensive results of the regression performance.

Fig. 4.7a shows the NLL results of all models with respect to the six aerody-

namic QoIs, and their averaged NLL is also shown at the right end. Throughout

all QoIs, GPR shows inferior regression accuracy than all other DE models. The

results on NLL could be expected as each NN in the DE model is trained to

minimize NLL. However, the results on RMSE in Fig. 4.7b are highly inspiring:

they also achieve higher regression accuracy even in terms of RMSE. Consider-

ing that numerous engineers use RMSE to evaluate regression models, the fact
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Figure 4.6: Comparison of regression accuracy between GPR and DE-2: kernel

density estimation (KDE) of test dataset with respect to NLL and RMSE

(averaged values of all six QoIs). The stars and circles represent the maximum

and median points of each model, respectively.

that the average RMSE of DE models is less than half that of GPR is quite

encouraging. Also, contrary to the claim that DE-5 would be sufficient in the

work first proposed DE approach [49], DE-2 seems to be sufficient enough in this

study, at least in terms of predictive accuracy: its values between all DE models

are insignificant. However, the conventional belief is that the more models used

in the ensemble, the more accurate the prediction will be due to the robustness

that comes from averaging multiple predictions. The underlying reason for this

counter-intuitive result (that is, insignificant differences in predictive accuracy

between DE models) is judged to be the insufficient diversity between individual

models due to the strategy adopted by DE: identical dataset and model archi-

tecture [49]. However, note that blindly ensuring excessive diversity by using

different datasets and model architectures should be done with caution, since

it can degrade UQ performance (which will be mentioned in Remark 2 of Sec.

4.3.4).
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(a)

(b)

Figure 4.7: Comparison of regression accuracy between GPR and all DE

models: comprehensive results in terms of all aerodynamic QoIs. (a) NLL, (b)

RMSE.

4.3.3 Evaluation of UQ performance

This section examines the quality of the predictive uncertainty, using AUCE

and ENCE criteria for the quantitative investigation. For this purpose, reliabil-

ity plots should be drawn first, using the test dataset split in Sec. 4.3.1 (dataset

size of 980). Also, as in Algorithm 3, CI-based reliability plots require the set

of CI candidates (P ) and error-based reliability plots in Algorithm 4 need the

number of bins (B). In this study, P = {0.1, 0.2, ..., 0.9} and B = 20 are chosen.

Fig. 4.8 shows the results of GPR, and it appears that GPR has a satis-

factory uncertainty quality with respect to the error-based reliability plot (Fig.

4.8b), while the CI-based plot (Fig. 4.8a) shows relatively poor quality. In a
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CI-based plot, since the predicted CI (x-axis) is underestimated compared to

the actual observed CI (y-axis), it can be inferred that GPR is trained to be

“underconfident”: it is underconfident itself, so it overestimates its uncertainty.

(a)

(b)

Figure 4.8: Reliability plots of GPR: (a) CI-based reliability plot, (b)

Error-based reliability plot.

The results of the DE models are then shown in Fig. 4.9. Note that unlike

GPR in Fig. 4.8, only the results of output CSF are visualized to highlight the
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differences between DE models: comprehensive results can be found in Fig. 4.14

in 4.6.3. For DE-2, the CI-based plot (Fig. 4.9a) shows a similar trend to that of

GPR, while the error-based plot (Fig. 4.9b) shows slightly better quality. Mean-

while, a notable trend is observed along the increase of M : as it increases, the

uncertainty quality with respect to both reliability plots apparently degrades.

More specifically, both types of plots move upward away from the y = x ideal

line as M increases, indicating that DE models tend to become “underconfi-

dent”. Considering that DE-16 requires about 8 times as much training time

as DE-2, it can be confirmed that using large M values for the ensemble does

not necessarily lead to better results, but rather the opposite in terms of uncer-

tainty quality. In this context, assuming that the performance of DE-5 will be

between DE-4 and DE-8, it can be inferred that using M = 5 as suggested by

Lakshminarayanan et al. [49] does not guarantee sufficient UQ quality in this

case. In fact, the insight behind this underconfident tendency when ensembling

networks in classification tasks can be found in Rahaman et al. [165], while the

corresponding tendency in regression has not been proven. Accordingly, in the

next section, we provide the mathematical explanation for this underconfident

tendency in regression tasks.

4.3.4 Theoretical derivation: underconfidence of DE in regres-

sion tasks

This section is for the mathematical derivation of why the ensemble of NNs

becomes underconfident, as discovered in the previous section. For this purpose,

the deviation from calibration (DC) score is introduced as in Rahaman et al.

[165]; their work focused only on classification tasks, so their DC score consisted

of the Brier score and the entropic term. Meanwhile, since our work focuses on

the regression task, we adopted the different DC score consisting of the MSE
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(a)

(b)

Figure 4.9: Reliability plots of DE: for simplicity, only the CSF results of

different DE models are shown. (a) CI-based reliability plot, (b) Error-based

reliability plot. In (b), to clearly show the decreasing tendency of UQ quality

with increasing M , the linear regression model of the scatter points of each

DE model is shown as a dashed line with the corresponding color.

and predictive variance. In this context, the following proposition and its proof

can be considered as one of the contributions of this paper.
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Proposition. When DC score is defined as follows,

DC(µ, σ) ≡ (y − µ)2 − σ2 (4.9)

DC score of the ensemble becomes less than or equal to the averaged DC

score of the individual NNs.

DC(µ̂, σ̂) ≤
1

M

M∑
i=1

DC(µi, σi) (4.10)

Proof. The averaged DC score of the individual NNs (right-hand side of the

Eq. 4.10) can be expressed as:

1

M

M∑
i=1

DC(µi, σi) =
1

M

M∑
i=1

(y2 − 2yµi + µi
2 − σi

2)

= y2 − 2yµ̂+
1

M

M∑
i=1

µi
2 −

1

M

M∑
i=1

σi
2

= (y2 − 2yµ̂+ µ̂2 − σ̂2) + (
1

M

M∑
i=1

µi
2 − µ̂2) + (σ̂2 −

1

M

M∑
i=1

σi
2)

= (y2 − 2yµ̂+ µ̂2 − σ̂2)︸ ︷︷ ︸
=DC(µ̂,σ̂)

+2 (
1

M

M∑
i=1

µi
2 − µ̂2)︸ ︷︷ ︸

=V ar(µi)

(∵ Eq. 4.4)

(4.11)

Hence,

DC(µ̂, σ̂) =
1

M

M∑
i=1

DC(µi, σi)− 2 · V ar(µi)︸ ︷︷ ︸
≥0

(4.12)
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Remark 1. The DC used in the above proposition indicates the degree of cali-

bration. When DC equals 0, it means that the estimated uncertainty σ2 exactly

matches the MSE, (y − µ)2. If DC < 0, the uncertainty is overestimated com-

pared to the MSE, which is an underconfident case. Therefore, the proposition

that the DC score decreases after ensembling has mathematically explained the

underconfidence of DE models observed in Sec. 4.3.3.

Remark 2. In Sec. 4.3.2, it was mentioned that introducing excessive diversity

to individual NNs can lead to degraded UQ performance as a trade-off for pre-

dictive accuracy. This can be easily inferred by the term V ar(µi) in Eq. 4.12:

the more variance NNs have, the more underconfidence their ensemble shows.
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4.4 DE models with STD calibration

The underconfidence tendency of DE models in regression tasks is observed

and explained in the previous section. This section suggests the use of post-hoc

STD calibration to mitigate this undesirable tendency and examines its effects.

4.4.1 STD calibration of DE models

The findings presented in Sec. 4.3.3 suggest that, despite the prevailing view

that DE models are well-calibrated, this is not always the case, as illustrated

in this straightforward multi-output regression task within an engineering do-

main. To address this issue, we propose using the STD calibration method

on the trained DE models. This technique, as described in Algorithm 5, is

straightforward and practical, as it requires only a single for-loop and leverages

the existing models without additional training. This makes it a feasible option

for our study, which focuses on the application of DE in engineering, where

practicality is crucial.

Algorithm 5 first requires a set of candidates for scaling factors, S. Since the

scaling factor of 1 corresponds to the case without calibration, the candidates

s are set around 1. Accordingly, s = 10x are chosen as candidates, where x are

100 uniformly distributed points from -2 to 0.18, so that the resulting range

of scaling factors to explore is from 0.01 to 1.5. Note that with s less than 1,

underconfident models that overestimate the standard deviations (uncertainty)

can be calibrated. Finally, the STD calibration is performed using validation

dataset split in Section 4.3.1 (dataset size of 980) and the optimized scaling

factors for each DE model with respect to each output (QoI) are summarized

in Table 4.1. The STD calibration for all models is performed within 60 seconds,

which is negligible compared to their training time.
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Table 4.1: Optimized scaling factors for STD calibration

Methods
Optimized scaling factors

CNF CAF CPM CRM CYM CSF Avg

DE-2 0.549 1.061 0.608 1.009 0.824 0.578 0.771

DE-4 0.385 0.405 0.284 0.472 0.257 0.270 0.345

DE-8 0.147 0.270 0.133 0.270 0.155 0.140 0.186

DE-16 0.103 0.199 0.088 0.189 0.120 0.108 0.135

Herein, the scaling factors for all six aerodynamic coefficients and their

average value in each model are presented. The most notable point is that almost

all s values are less than 1 and they decrease as M increases: see the bold values

in Table 4.1 to confirm their average trend. Taken together with the results from

Section 4.3.3 that DE models overestimate their σ2 (become underconfident) as

M increases, one might expect optimized s < 1 to mitigate this underconfident

tendency. And Fig. 4.10 proves that this actually happens: reliability plots of

the DE models after STD calibration are drawn with the test dataset. Note that

the validation dataset used during the STD calibration should not be reused in

this process for generalization purposes. When compared to the previous plots

in Fig. 4.9, the obvious improvement due to the calibration technique can be

observed. See 4.6.4 for comprehensive results on the calibration effects with

respect to all six QoIs.

Then, the quantitative effects of the calibration in terms of AUCE and

ENCE will be analyzed, and from now on DE before and after calibration will

be referred to as DE-bef and DE-aft, respectively. The AUCE and ENCE of the

GPR will also be presented for the comparison, but please note that the GPR

can be considered inherently STD-calibrated since its training algorithm already

aims to minimize NLL as in the STD calibration process. This means that the
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(a)

(b)

Figure 4.10: Reliability plots of DE after STD calibration: (a) CI-based

reliability plot, (b) Error-based reliability plot. The noticeable effects of STD

calibration can be found when compared with the corresponding figure before

STD calibration, Fig. 4.9.

GPR does not require additional STD calibration for a fair comparison with

DE-aft because it can be seen as having already undergone STD calibration.

Finally, the results are summarized in Fig. 4.11. It consists of the sub-figures,

where the row indicates each UQ metric, the column indicates each QoI, and the

x-axis in each sub-figure indicates whether the DE undergoes STD calibration

(as explained, GPR metrics have a constant value along the x-axis regardless of

the STD calibration). Before the calibration, the AUCE (upper row) of GPR is
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between DE models: DE-2 is better than GPR, DE-4 is similar, and DE-8 and

DE-16 are worse. However, the STD calibration completely changes this situa-

tion: AUCE of all DE models for all aerodynamic QoIs decreases dramatically.

For all outputs, DE-aft clearly outperforms GPR. The significant improvement

of ENCE (lower row) due to the calibration of DE can also be verified. DE

models show worse performance than GPR without calibration, but this gap

narrows and even reverses, as seen in the rightmost subplot “Avg”, which shows

the average performance of all outputs. In summary, vanilla DE outperformed

GPR in terms of training efficiency and regression accuracy, but not in terms

of quality of estimated uncertainty. However, when used with a simple post-hoc

STD calibration (which requires negligible additional post-processing time), DE

demonstrated its strong potential as an alternative to GPR in terms of training

time, prediction accuracy, and also UQ quality.

Figure 4.11: AUCE and ENCE of DE models before and after STD

calibration. Those of GPR are also shown for comparison.
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4.4.2 Effects of STD calibration on Exploratory Behavior in

Bayesian optimization

Since the scaling factors are optimized to have values less than 1 during the

STD calibration process (Table 4.1), it is obvious that the overall predictive

uncertainty of DE models would decrease. To provide a more intuitive under-

standing of the practical implications of calibration, this section aims to briefly

point out that applying STD calibration to DE can lead to different exploratory

behavior during Bayesian optimization. Specifically, the importance of calibra-

tion is highlighted by comparing the next query candidates before and after

STD calibration obtained in the first iteration of Bayesian optimization. Note

that only the first iteration is implemented in this paper for the following two

reasons. First, the goal of this section is simply to show how calibrated DE leads

to different exploratory behavior than vanilla DE. Second, the purpose of this

section is not to claim that the final converged results of Bayesian optimization

can be different depending on the calibration. Rather, it is to point out that

the intended balance between exploitation and exploration may not be realized

due to the miscalibrated uncertainty of the vanilla DE, which may affect the

convergence history of the Bayesian optimization.

Before moving on to Bayesian optimization, CIs of the 68% confidence level

predicted by DE-16 model are shown in Fig. 4.12 to visually understand the

impact of calibration. Only one input variable, AoA, is used for the illustration.

And its value is standardized to distinguish between its ID (in-distribution)

region and the OOD (out-of-distribution) region: in Fig. 4.12, the ID region is

defined as the area containing 95% of the train data, while the OOD region

is the remaining area. Overall, both results—those obtained before and after

STD calibration—show diverging CIs in OOD and relatively narrow CIs in ID

for all six QoIs. However, as expected from the scaling factors less than 1, the
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CIs from the DE-aft models become significantly narrower than those from the

DE-bef models, indicating that these discrepancies will lead to differences in

the subsequent Bayesian optimization process.

Figure 4.12: CIs of 68% confidence level predicted by DE-16: comparison

between before and after STD calibration.

Then, the multi-objective Bayesian optimization problem is defined is adopted

to practically investigate their effects on Bayesian optimization: maximization

of both CNF and CAF within five varying input parameters (Ma, ϕ, δp, δr,

and AoA). These optimizations, coupled with the expected improvement (EI)

acquisition function, are performed separately for DE-bef and DE-aft models.

The former searches for the maximum EI point where EI is calculated from

the uncertainty quantified by the DE-bef model, while the latter does so using

the uncertainty quantified by DE-aft. To find the Pareto solutions of EI(CNF )

and EI(CAF ), NSGA-II in the Python package pymoo is utilized [98, 18, 192].

inally, the obtained Pareto solutions from the first iteration are shown in Fig.

4.13a. Since the uncertainty estimated by DE-bef and DE-aft are different as
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shown in Fig. 4.12, the Pareto solutions of EI(CNF ) and EI(CAF ) are also

different: EI values of both QoIs after calibration are much smaller than those

before calibration.

In Bayesian optimization, however, the most valuable information to the

user is not the EI value itself (Fig. 4.13a). More important are the values of

the input variable sets (Fig. 4.13b) obtained from the EI Pareto solutions: they

are the next query candidates, the main purpose of implementing Bayesian

optimization. Additional experiments/simulations will be performed on these

candidate queries, indicating that their selection has a significant impact on

the convergence of the iterative Bayesian optimization process. If unintended

candidates are obtained due to inaccurate UQ and therefore inaccurate EI cal-

culation, the convergence of Bayesian optimization can be much different from

the intention of the user. That is, the intended balance between exploitation

and exploration during Bayesian optimization may differ due to unintention-

ally overestimated/underestimated uncertainty. To inspect its unintended ex-

ploratory behavior more specifically, the parallel coordinates plot (PCP) in Fig.

4.13b shows how the first query candidates in Bayesian optimization can vary

due to the STD calibration in the DE model. This PCP has five vertical lines

corresponding to each input variable, and the y-axis indicates their standard-

ized values. Each red/blue line represents each point of the Pareto solutions in

Fig. 4.13a. Comparing them, large variations are found especially in the input

variable δr. That is, Bayesian optimization coupled with DE-bef discourages ex-

ploration of the variable δr (which was not intended by the user), while DE-aft

encourages exploration within δr (which was the original intention). In con-

clusion, whether the DE is calibrated by STD calibration or not can result in

exploration characteristics that differ from the user’s intended balance between

exploitation and exploration in Bayesian optimization, which cautions against
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blindly applying vanilla DE models to Bayesian optimization in regression tasks.

(a) Pareto solutions obtained from multi-objective

EI optimization

(b) PCP of design variables in Pareto solutions

Figure 4.13: Effects of STD calibration for DE models on Bayesian

optimization results.
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4.5 Summary

This chapter comprehensively investigated the state-of-the-art approximate

Bayesian inference approach, DE. It is applied to the multi-output regression

task, which is the most common task in the engineering fields: a simple test

case is adopted where aerodynamic QoIs of the specific missile configuration

are predicted under varying flow conditions. DE models with different numbers

of NNs are trained and then examined in the following order. First, their regres-

sion performance and the quality of estimated uncertainty are scrutinized while

being compared with GPR. Then, a simple post-hoc STD calibration method

is proposed to be applied to miscalibrated DE models. Finally, the effective-

ness of the calibration on DE is highlighted by the improvement of two UQ

quality criteria and the different exploratory behavior in Bayesian optimization

before and after calibration. The key findings of this study can be summarized

as follows:

1. The effect of the number of NNs used in ensemble, M , is comprehensively

investigated in the simple multi-output regression task. For regression ac-

curacy, DE models show superior performance to GPR in terms of RMSE

and NLL, while showing indistinguishable differences among themselves.

For UQ quality, however, they show the obvious trend toward undercon-

fidence as M increases, both in terms of AUCE and ENCE criteria. The

mathematical proof of why DE tends to be miscalibrated in regression

tasks is also derived.

2. The post-hoc STD calibration method, which simply modifies the esti-

mated uncertainty from DE, is proposed to be applied to miscalibrated

DE models. Finally, the reliability of the UQ performance after calibra-

tion is dramatically improved for both AUCE and ENCE, also surpassing
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that of GPR.

3. The impact of the calibration approach on the exploratory behavior in

Bayesian optimization is examined. Finally, whether or not the DE is cal-

ibrated via STD calibration can result in completely different exploration

characteristics when extended to Bayesian optimization, which cautions

against blindly applying vanilla DE models to Bayesian optimization in

regression tasks.

4. We have demonstrated that by applying a simple post-hoc STD calibra-

tion technique that requires negligible additional post-processing time,

DE models can have enormous potential compared to GPR, which is

the most commonly used regression model for UQ in engineering. These

results are summarized in Table 4.2, where the DE-2 model after STD

calibration outperforms GPR in terms of regression performance (−56%

NLL & −55% RMSE), reliability of UQ (−77% AUCE & −38% ENCE),

and training efficiency (−78% training time).

Table 4.2: Comprehensive comparison between GPR and DE-2

Before calibration After calibration

NLL -2.653 (−%) -4.145 (↓ 56%) -4.145 (↓ 56%)

RMSE 0.029 (−%) 0.013 (↓ 55%) 0.013 (↓ 55%)

AUCE 0.150 (−%) 0.076 (↓ 49%) 0.034 (↓ 77%)

ENCE 0.256 (−%) 0.206 (↓ 20%) 0.159 (↓ 38%)

39081 (−%) 8640 (↓ 78%) 8640+30 (↓ 78%)

Metrics GPR
DE-2

Regression

UQ

Training time [s]

The presented DE framework has great promise in two engineering applica-

tions. First, DE with STD calibration has the potential to replace the most com-
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mon regression model, GPR, owing to its following advantages: more scalable to

large datasets, higher regression accuracy, and last but not least, more reliable

uncertainty estimation. Second, DE with STD calibration can be leveraged in

Bayesian optimization by ensuring a reliable balance between exploitation and

exploration due to its trustworthy UQ performance. Although the application

of this framework has been demystified using the simple multi-output regression

task, it can be easily applied and extended to high-dimensional input/output

problems since it is based on the deep neural network structures and no spe-

cial assumptions have been made for this specific problem. For future work,

a more comprehensive investigation of DE models will be conducted, such as

their scalability to other practical engineering regression problems. Also, since

the extension of DE to the whole Bayesian optimization was outside the focus

of our paper, comparing the convergence history of DE-bef and DE-aft over the

entire iterations can be a future work.
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4.6 Additional results

4.6.1 Controversial issues on MC-dropout

Osband [156] pointed out that what MC-dropout (MCD) estimates is a

risk, not an uncertainty, and also emphasized the pitfalls of MCD when used

as a naive tool for estimating uncertainty. Moreover, its algorithm does not

perform adequately even in very simple examples [193, 194], and its posterior

samples are often too spiky to provide a reliable predictive uncertainty trend

[154, 48, 193, 195, 51], which makes it unattractive to be exploited for Bayesian

optimization.

4.6.2 Hyperparameter tuning results in Sec. 4.3.1

4.6.2.1 Results of DE models

The results of the hyperparameter tuning for DE models performed in

Sec. 4.3.1 are shown in Table 4.3. Three hyperparameters are used: the num-

ber of hidden layers (Nlayer ∈ {3, 5, 7}), the number of nodes in each hid-

den layer (Nnode ∈ {32, 64, 128}), and the size of the mini-batch (Nbatch ∈

{512, 1024, 2048}). The corresponding regression performance in terms of NLL

and RMSE of all hyperparameter combinations are shown (total training time

of 6944 seconds). Since Nlayer = 7, Nnode = 128, Nbatch = 512 shows the best

RMSE performance, it is selected as the best hyperparameter combination.
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Table 4.3: Results of hyperparameter tuning: several structures of

probabilistic NN used in the DE model are tested.

Nlayer Nnode Nbatch NLL RMSE Time [s]

3

32

512 -2.50 0.125 183

1024 -2.22 0.200 174

2048 -2.13 0.183 183

64

512 -2.98 0.076 202

1024 -2.69 0.087 179

2048 -2.52 0.100 213

128

512 -3.37 0.036 256

1024 -3.34 0.040 257

2048 -2.55 0.052 271

5

32

512 -2.62 0.137 187

1024 -2.23 0.173 214

2048 -2.25 0.137 202

64

512 -3.21 0.039 236

1024 -2.79 0.055 210

2048 -2.01 0.085 255

128

512 -3.83 0.017 342

1024 -3.53 0.019 327

2048 -3.16 0.035 349

7

32

512 -2.49 0.088 212

1024 -2.36 0.119 224

2048 -2.17 0.104 244

64

512 -3.38 0.031 286

1024 -3.05 0.042 247

2048 -2.45 0.062 262

128

512 -3.82 0.016 428

1024 -3.56 0.024 399

2048 -3.13 0.035 402
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4.6.2.2 Results of GPR models

The results of the hyperparameter tuning for GPR models performed in Sec.

4.3.1 are shown in Table 4.4. For conventional single-output GPR (SOGPR),

Matérn 5/2, radial basis function, rational quadratic, and dot-product kernels

are explored. Additionally, multi-output GPR (MOGPR) with radial basis func-

tion is also tested. The corresponding regression performance in terms of NLL

and RMSE of all GPR models are summarized in Table 4.4 (total training time

is 205493 seconds, which is significantly longer than Sec. 4.6.2.1). MOGPR

requires the least training time, but single-output GPR with Matérn 5/2 is

selected since it shows the best performance with respect to NLL and RMSE.

Table 4.4: Results of hyperparameter tuning: several GPR models are tested.

Kernels NLL RMSE Time [s]

Matérn 5/2 -2.653 0.029 39081

Radial basis function (SOGPR) -1.657 0.039 64250

Radial basis function (MOGPR) -1.4236 0.044 8136

Rational quadratic -0.747 0.061 66363

Dot-product 0.440 0.547 27663
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4.6.3 Additional results in Sec. 4.3.3

Fig. 4.9 in Sec. 4.3.3 shows the reliability plots with respect to only one QoI,

CSF . In this section, more comprehensive results are provided as Fig. 4.14. For

each vanilla DE model, all six QoIs are shown with different colors. Again, the

trend of underconfidence as M increases can be seen from DE-2 to DE-16.

4.6.4 Additional results in Sec. 4.4.1

In 4.6.3, the reliability plots of DE models before STD calibration (vanilla

DE models) are shown; this section shows the results after STD calibration as

Fig. 4.15. It is shown that all DE models become well-calibrated after calibra-

tion, even for the DE-16 model, which was the most miscalibrated DE model.
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(a) DE-2

(b) DE-4

(c) DE-8

(d) DE-16

Figure 4.14: Reliability plots of vanilla DE models: (left) CI-based reliability

plots, (right) error-based reliability plots.
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(a) DE-2

(b) DE-4

(c) DE-8

(d) DE-16

Figure 4.15: Reliability plots of DE models after STD calibration: (left)

CI-based reliability plots, (right) error-based reliability plots.
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Chapter 5

Concluding remarks

5.1 Summary of the dissertation

This dissertation aims to address three major bottlenecks that hinder the

effective use of regression models in the aerodynamic design process. First, the

curse of dimensionality poses a challenge due to the high-dimensional input

space required for aerodynamic design resulting from geometric deformation

freedom and various flight conditions. The exponential growth in the number

of possible configurations within the input space makes it difficult to thor-

oughly explore the design space, leading to a sparsity problem and inaccurate

capture of complex input-output relationships. In addition, the curse of dimen-

sionality makes it impractical to apply gradient-free optimizers to optimization

tasks, limiting the ability to find reasonable solutions. Second, popular regres-

sion models are primarily designed for single-output prediction, which limits

their applicability in high-dimensional output spaces. Training these models in-

dependently for each output not only increases training time linearly with the
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output dimension but also neglects correlations within outputs, limiting their

accuracy in modeling complex physical systems. Finally, reliable UQ is essential

to account for the inherent risk in the aerodynamic design process as neglecting

uncertainty can lead to suboptimal designs and unexpected failures. Therefore,

coupling regression models with UQ techniques allows engineers to obtain not

only predictive values, but also variance or confidence intervals, enabling in-

formed decision-making and evaluation of the reliability of design parameters.

By addressing these bottlenecks, this dissertation focuses on improving the ef-

fectiveness and reliability of regression models in aerodynamic design.

The first bottleneck, the high-dimensional input space in aerodynamic de-

sign, was addressed by the DR technique that finds the low-dimensional latent

representation of the high-dimensional original data (Chapter 2). The DR tech-

nique can significantly reduce the dimensionality of the input space to a level

suitable for effective training of the regression models. By alleviating the curse

of dimensionality, the feasibility of applying gradient-free optimizers to the re-

duced input space was also investigated. For this purpose, the inverse design op-

timization of the wind turbine airfoil was taken as a case study. Finally, a novel

inverse design optimization framework with a two-step deep learning approach,

which refers to the successive coupling of VAE and MLP, was proposed. Here,

VAE generates a realistic target distribution, and MLP predicts the QoIs and

shape parameters from the generated distribution. Then, the target distribution

is optimized based on this two-step approach. To increase the accuracy, active

learning was used to retrain the models with newly added designs. In addition,

transfer learning was coupled to reduce the computational cost of retraining,

thereby increasing the accuracy of the framework with efficient computational

resources. The proposed framework was validated using two constrained opti-

mization problems: single-objective and multi-objective airfoil optimizations of
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the tip region of a megawatt-class wind turbine blade. In the single objective

optimization, the predictive accuracy of the trained MLP model and the valid-

ity of the trained VAE model for generating realistic data were verified. The

multi-objective results verified a continuous mapping between the inputs and

outputs of the framework, which enables successful optimization through the

two-step approach. Furthermore, this mapping was confirmed to accurately re-

flect the rapid changes in QoIs, which frequently occur in real-world engineering

applications. In summary, the results of the optimizations showed that the pro-

posed framework for inverse design optimization via a two-step deep learning

approach is accurate, efficient, and flexible enough to be applied to any other

regression task with a high-dimensional design space.

To address the second bottleneck, the high-dimensional output space, this

dissertation focused on the application of ROM techniques (Chapter 3). ROM

specializes in predicting high-dimensional QoIs by treating a high-fidelity CFD

simulation as a black-box function and learning simplified models in a data-

driven manner. Similar to dealing with the high-dimensional input space, the

DR process is required to construct a latent space in the ROM. This disserta-

tion specifically investigated the influence of this latent space, which acts as an

intermediary for predicting high-dimensional data, on ROM performance. To

validate this approach, the prediction of flow fields around a transonic airfoil

was used as a case study. In this study, a novel framework was proposed: a

physics-aware ROM based on physics-aware LVs. These LVs are interpretable

and information-intensive, extracted using the β-VAE. The validation process

for this framework follows a systematic approach. First, the process of extracting

physically meaningful LVs was thoroughly investigated by quantitatively esti-

mating their independence and information intensity. Next, the actual physical

meanings associated with these LVs were investigated in detail. Finally, the ef-
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fectiveness of the proposed physics-aware ROM was compared to conventional

ROMs and its superiority was established. Through these validation steps, the

dissertation successfully demonstrated the effectiveness of the physics-aware

ROM framework for the 2D transonic benchmark problem. The proposed frame-

work not only addressed the challenges posed by the high-dimensional output

space, but also provided valuable insights into the independence, information

intensity, and physical interpretations of the extracted LVs. This research con-

tributed to the improvement of the regression task of high-dimensional data

and to the understanding of the underlying physics in aerospace design.

The last bottleneck, reliable and efficient UQ of the regression model, was

addressed by the DE approach (Chapter 4). Since DE is based on neural net-

works, it offers all of the following: universal approximation capability, scala-

bility to large datasets, and multi-output regression. Last but not least, it is

able to quantify the predictive uncertainty by a simple modification of the con-

ventional MLP structure. This dissertation aimed to validate this simple and

scalable DE method for multi-output regression tasks, which are the most com-

mon problems in practical engineering disciplines. To this end, a simple test

case was adopted where aerodynamic QoIs of the specific missile configuration

are predicted under varying flow conditions. DE models with different numbers

of NNs were trained and then investigated in the following order. First, their

regression performance and the quality of the estimated uncertainty were in-

vestigated and compared with GPR. Then, a simple post-hoc STD calibration

method was proposed to be applied to miscalibrated DE models. Finally, the

effectiveness of calibration on DE was highlighted by the improvement of two

UQ quality criteria and the difference in Bayesian optimization results before

and after calibration.
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5.2 Limitations of the dissertation

This dissertation attempted to speed up the aerodynamic design process

by alleviating the following three bottlenecks: 1) high-dimensional input space,

2) high-dimensional output space, and 3) reliable and efficient UQ. However,

since the case study for each bottleneck was selected independently, the com-

prehensive case study can be the future work of this dissertation. In fact,

there is an ongoing project to create a Python library named “SubDamian:

SUrrogate-Based DAta MIning ANalysis.” It is currently under construction

(https://github.com/sunwoong-yang/SubDamian), including all the methods

used in this dissertation. Specifically, it will be divided into three categories:

surrogate (regression) models, dimensionality reduction, and data mining tech-

niques. For the category of regression models, the most popular models used

in engineering disciplines are covered, including GPR, MLP, and DE, which

are used in this study. For the dimensionality reduction category, various DR

approaches are considered, including POD, AE, VAE, and β-VAE, all of which

are also adopted in this dissertation. By using regression models and dimen-

sionality reduction techniques simultaneously, the ROM performed in this dis-

sertation can be implemented. Finally, since this dissertation focused on the

regression models, the post-processing methods including data mining analysis

and optimization based on them will also be incorporated for the practicality of

this library. For the data mining analysis, various techniques such as sensitiv-

ity analysis, analysis of variance, self-organizing maps, parallel coordinate plot,

and decision tree will be incorporated [19]. With this library, the comprehensive

case study that copes with all three bottlenecks mentioned in this thesis, that

is, high-dimensional input and output with reliable and efficient UQ, can be

explored as future work.
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Also, the three case studies adopted in this dissertation for each bottleneck,

pose limitations in terms of their engineering practicality. In this regard, the

following are the suggestions for future work of each case study that can promote

their practicality in engineering-oriented problems.

For the case study of the high-dimensional input space, the inverse design

of the airfoil was performed (Chapter 2). However, it is known that training

the network for the inverse design alone can be inefficient due to the non-

uniqueness mapping from the performance distribution to the design parameters

[196, 197]. Although the non-uniqueness mapping did not significantly affect the

effectiveness of the inverse design framework in this case study, it can be an

obstacle with respect to the scalability of the proposed framework. For example,

the extension to a 3-dimensional flow analysis or high-fidelity CFD solvers may

lead to the impossibility of a one-to-one correspondence due to the complex

physical characteristics. In this context, attaching a pre-trained forward network

at the end of the inverse network can be a solution [197]. During training, only

the inverse network is trained, while the pre-trained network is frozen: the loss

function is the discrepancy between the performance distribution input to the

inverse network and the predicted performance distribution output from the

forward network.

Then, in Chapter 3, the flow field around the transonic airfoil was predicted

for the case study of the high-dimensional output space. It is assumed that the

generating factors were known, which is not the case in real engineering prob-

lems. Therefore, the physics-aware latent variables cannot be straightforwardly

determined in engineering applications; in this study, the 1000-VAE model could

be selected for physics-aware ROM because there were two generating factors

and the corresponding β-VAE activated only two latent variables. However,

there is no need to extract the exact physical generating factors for ROM. That
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is, ROM with β-VAE does not require the use of the exact generating factors

of the dataset: the main goal of physics-aware ROM was to find and leverage

compact latent space, unlike conventional AE-based ROM, and to prevent the

naive use of entangled and therefore physics-unaware latent space during the

ROM process. In this context, physics-aware ROM was summarized in Algo-

rithm 1 to emphasize that it does not require the extraction of exact generating

factors, but only makes use of the compact and therefore physics-aware latent

space. Therefore, this framework can be extended to real-world engineering ap-

plications regardless of whether the generating factors are known in advance or

not. In this regard, future work can be more practical applications to various

real-world problems to demonstrate its effectiveness and generality.

Finally, the prediction of the missile aerodynamic performance was con-

ducted in Chapter 4. Despite the use of the low-fidelity flow solver, the scalabil-

ity of the proposed UQ approach based on STD-calibrated DE can be considered

insignificant with respect to the fidelity of the flow solver, since only the general

trends of the physics are considered through the form of the aerodynamic coef-

ficients. However, there need to be further studies on the aleatory uncertainty

and the dimension of the output space. This study exploited a deterministic

computer solver (Missile Datcom), so the ability of DE to decompose the pre-

dictive uncertainty into the aleatory and epistemic uncertainty cannot be ver-

ified. Also, since the case study was adopted as a multi-output regression task

with six QoIs, a high-dimensional prediction task (such as in Chapter 3) needs

to be performed to investigate the scalability of the proposed UQ framework in

the much higher output space dimension.
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5.3 Embarking on a journey towards acceleration of

3D aerodynamic simulations

The academic progress sparked by this dissertation will evolve into the

following visionary framework: uncertainty-aware multi-fidelity reduced-

order modeling aiming at acceleration of 3D aerodynamic simulations.

And this framework will stretch its boundaries to the computationally expen-

sive aerodynamic design process of the 3D configurations with the following

three phases. 1) Harness AI-driven generative modeling to create diverse 3D

design configurations. 2) Deploy multi-fidelity reduced-order modeling to eval-

uate the aerodynamic performances of the generated designs. 3) Recommend

design candidates taking into account the uncertainty inherent in evaluated

performances. Beyond academia, the breakthrough pioneered by this design

framework has the potential to illuminate a path to the realization of digital

twins that will resonate across industries as a beacon of innovation.
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국문 초록

데이터 기반 기법을 통한 공력 설계 효율화

양선웅

서울대학교 대학원

항공우주공학과

최근 고성능 컴퓨팅 기술의 발달로 높은 계산 비용을 요구하는 공기역학 설계

프로세스의 가속화에 대한 관심이 높아지고 있다. 하지만 계산 기술 및 시뮬레이

션 기법의 발전에도 불구하고 공기역학 설계 프로세스의 계산 비용은 여전히 큰

걸림돌로 남아 있다. 해당 프로세스의 반복적인 특성과 고충실도 전산 유체 역학

해석자의 필요성은 짧은 설계 수행 시간의 달성을 어렵게 만들고 창의적인 설계

탐색을 방해한다. 그럼에도 불구하고 성공적으로 설계된 공기역학적 물체의 높은

가치 덕분에 엔지니어들은 정확한 유동 해석에 자원을 투자하고 있다. 이러한 문

제를해결하기위해그들은여러가지기법을연구해왔으며,주어진데이터로부터

학습된 회귀 모델은 높은 비용이 요구되는 유동 시뮬레이션이나 실험을 대체할 수

있는 방법으로서 인기를 얻고 있다. 회귀 모델은 고성능 컴퓨팅의 남용을 방지하

고 설계 프로세스 효율성을 개선하는 데 도움이 되며, 성능 값 예측, 설계 최적화,

지식 추출 등을 목적으로 공학 분야에서 광범위하게 사용되고 있다.

하지만 공기 역학 설계 프로세스에서 회귀 모델의 활용을 방해하는 몇 가지

장애물이 있다. 첫째, 공기역학 설계에는 고차원의 입력 공간이 필요한 경우가 많

은데 이 때 회귀 모델은 차원의 저주에 직면한다. 입력 변수의 수가 증가하면 입력

공간 내에서 가능한 디자인의 경우의 수가 기하급수적으로 증가한다. 이로 인해
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사용 가능한 데이터의 수가 고차원 공간을 대표하기에 충분하지 않은 sparsity 문

제가 발생한다. 둘째, 널리 사용되는 대부분의 회귀 모델은 단일 출력을 예측하기

위해고안되었기때문에고차원출력공간에서는사용이제한된다.다중출력회귀

문제에서는 각 출력에 대해 회귀 모델이 독립적으로 학습되므로 필요한 학습 시간

이 출력 차원에 따라 선형적으로 증가하고 출력들 간의 상관관계는 전혀 고려되지

않는다. 마지막으로, 신뢰할 수 있고 효율적인 불확실성 정량화 과정이 회귀 모델

과결합되어공기역학설계프로세스과정에서발생할수있는내재적불확실성이

고려되어야 한다. 회귀 모델의 경우 예측 값이 실제 값과 일치하지 않을 가능성이

항상 존재하기 때문에 예측 값의 신뢰성에 대한 정보를 제공하기 위한 불확실성

정량화 과정이 특히 중요하나 기존의 가우시안 프로세스 회귀, 베이지안 신경망

등의 기법들은 효율성에 있어 큰 한계를 갖는다.

이러한 측면에서 본 논문의 의의는 다음과 같이 요약될 수 있다:

1. 공력 설계 과정에서의 고차원 입력 공간을 차원 축소 기법을 사용하여 저차

원잠재공간으로축소하고자하였고,축소된잠재공간에서의 gradient-free

최적화 기법의 적용 가능성을 확인하고자 하였다. 이를 위해 풍력 터빈 에어

포일의 역설계 문제가 사례로서 활용되었다. 결과적으로 딥러닝 기반 차원

축소 기법을 통해 기존의 고차원 입력 공간을 성공적으로 축소할 수 있음을

확인하고, 축소된 차원에 유전 알고리즘을 적용하여 gradient-free 최적화

기법의 활용 가능성 또한 검증하였다.

2. 고차원 데이터의 예측을 위해 차수 감수 모델링 기법을 활용하였다. 이를

위해 잠재 공간을 생성하는 차원 축소 프로세스가 필요한데, 본 연구에서

는 차수 감수 모델링 과정에서 잠재 공간이 매개체 역할을 한다는 점에서

잠재 공간은 필연적으로 차수 감수 모델링 성능에 영향을 미친다는 사실에

주목하였다. 이에 따라 천음속 에어포일 주변의 유동장 예측을 연구 사례로

선정하고, 다양한 머신러닝 기반 차원 축소 기법을 바탕으로 구축된 잠재 공

간들의 물리적 해석 가능성을 조사하였다. 또한 잠재 공간의 해석가능성이
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차수 감수 모델링 성능에 미치는 영향을 종합적으로 분석하고, 최종적으로

차수 감수 모델링을 통한 고차원 출력 공간 예측의 정확성과 효율성에 잠재

공간이 미치는 영향을 확인하였다.

3. 신뢰성 있고 효율적인 불확실성 정량화가 가능한 회귀 모델을 연구하였다.

이를 위해 미사일 형상의 공기역학적 성능을 예측하는 문제에서 딥 앙상블

접근법을 활용하였다. 구체적으로 본 연구는 실제 공학 분야에서 빈번하게

요구되는 다중 출력 회귀 작업에 대해 간단하고 확장이 쉬운 딥 앙상블 방법

을 검증하는 것을 목표로 하였다. 검증 과정에서 딥 앙상블을 통해 정량화된

불확실성의 낮은 신뢰도를 발견하였으며, 만족스럽지 못한 불확실성 품질

을 보정하기 위해 간단한 사후 보정 방법을 모델에 적용하였다. 결과적으로

공학 분야에서 가장 빈번하게 사용되는 가우시안 프로세스 회귀에 비해 딥

앙상블기법이더신뢰성있고효율적인불확실성정량화가가능함을확인하

였고, 끝으로 제안된 보정 기법이 딥 앙상블 기반 베이지안 최적화에 미치는

영향을 살펴보았다.

주요어: 공력 설계, 데이터 기반 기법, 예측 모델링, 제너레이티브 모델링, 차수

감소 모델링, 불확실성 정량화

학번: 2020-34020
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