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Abstract 
 

Multiscale finite element analysis (FEA) has proven to be an ef-

fective method in modeling the behavior of composite materials. 

However, their practical applicability is limited due to the high com-

putational cost associated with multiscale models. This thesis pro-

poses a multiscale clustering-based self-consistent analysis (SCA) 

for composite materials, which aims to reduce computation time 

without sacrificing accuracy. The proposed approach addresses the 

need for efficient modeling of SMC composites and the challenges of 

applying a multiscale homogenization model to real-world applica-

tions. 

An improved analytical homogenization model and a clustering-

based SCA model are presented and compared for the efficient mod-

eling of SMC composites. Due to the complex structure of SMC, tra-

ditional homogenization models face challenges in accurately captur-

ing its behavior. The improved analytical homogenization model in-

corporates the Mori-Tanaka method, considering factors such as 

wavy fiber, ductile damage, SMC chip orientation, and overlap of 

SMC chips. On the other hand, the clustering-based SCA model is a 

numerical multiscale model that considers randomly wavy fibers and 

randomly oriented SMC chips while maintaining computational effi-

ciency. Both homogenization models are thoroughly validated and 

demonstrate their effectiveness and accuracy in capturing the be-

havior of SMC composites. The comparison between the presented 

SCA model and traditional multiscale FEA models highlights the sig-

nificant reduction in computation time achieved while maintaining ac-

curacy and validity. The influences of various geometric features of 

fibers and SMC chips are demonstrated in predicting the mechanical 

properties of composites. 

 

Keywords: Composites, multiscale model, FEA, self-consistent 

analysis 
Student Number: 2019-38802 
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Chapter 1. Introduction 
 

 

1.1. Study Background 
 

 

Carbon nanotubes (CNTs) have gained immense popularity in the 

21st century due to their exceptional mechanical properties. With 

Young's modulus of 1TPa, tensile strength 20 times that of high-

strength steel alloys, and thermal conductivity of almost double that 

of pure diamond[1], CNTs have become one of the most sought-af-

ter materials for various applications. Since their discovery in 1991 

by Iijima[2], there has been enormous research on CNT nano-fillers 

from different perspectives[3-7]. CNTs are an excellent reinforcing 

filler for polymeric matrix composites, and their properties are influ-

enced by various factors such as waviness, dispersion, fiber orienta-

tion, bonding conditions, and interphase materials between the CNT 

fibers and matrix. All these factors significantly impact the mechani-

cal and electrical properties of CNT-reinforced polymeric nanocom-

posite materials. 

Various models have been proposed to simulate the effective 

properties of CNT nanocomposites[8, 9]. However, the effects of in-

ner fiber and matrix properties, waviness, interfacial debonding, and 

dispersions of CNTs have rendered disputes on comparisons be-

tween experimental data and theoretical predictions[10]. Therefore, 

modeling efforts have focused on those geometric features of CNTs, 

which are complicated by various factors. For instance, Hammerand 

et al.[11] reported that the effects of the interphase regions on the 

effective properties are more significant than the clustering effects, 

while Fisher et al.[12] reported that the waviness and orientations 

can also reduce the effective stiffness. Several researchers have 

proposed prediction methods for aligned or randomly oriented com-

posite properties linked with the dispersion of fibers in CNT nano-

composites via finite elements and Mori-Tanaka micromechanics 

theory[13-17]. 
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While linear damage models for CNT nanocomposites that simu-

late elastic conditions have been studied, nonlinear plasticity models 

attract more attention. In this regard, there has been significant re-

search on the behavior of fiber composites, and several plastic dam-

age models have been proposed. This thesis focuses on modeling the 

elasto-plastic behavior of CNT nanocomposites with interfacial dam-

age and ductile damage in the matrix phase since the damage is an 

inevitable element in simulations. Specifically, an improved method is 

introduced to simulate CNT nanocomposites in the elastic range and 

consider the situation where plasticity occurs. The strain-stress 

curve is nonlinear when plasticity occurs, and plastic effective prop-

erties are related to the hardening function, plastic strain, and ductile 

damage. Hence, elasto-plastic properties have always been one of 

the most exciting properties of composites. A nonlinear composite 

model is proposed in the plastic range using the Mori-Tanaka 

method with interfacial damage, and ductile damage is introduced by 

using the Lemaitre-Chaboche damage modeling method. 

Additionally, since the effective properties difference between 

the matrix and inclusion is usually significant, assuming the inclusion 

is always elastic during the simulation while the matrix will become 

plastic with increasing strain. On the other hand, multiscale transfor-

mation is proposed to achieve macro stress and strain increment. 

Moreover, there are few studies on the stochastic modeling of CNT 

nanocomposites. Hence, a model for stochastically aligned wavy 

CNTs is introduced. This thesis contributes to developing a compre-

hensive and accurate model for predicting the mechanical properties 

of CNT nanocomposites. 

Fiber-reinforced composites (FRC) are composite materials 

made of a matrix material reinforced with fibers. These fibers can be 

made from various materials, such as glass, carbon, or aramid, and 

are embedded within the matrix to enhance its mechanical proper-

ties[18-20]. FRC materials are extensively used in various aero-

space, automotive, and construction industries due to their desirable 

properties, such as high strength-to-weight ratio, corrosion re-

sistance, durability, and customization options[21, 22]. 
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FRC materials offer superior mechanical and physical properties 

to conventional materials such as metals and polymers, making them 

ideal for structural applications. Combining high-strength fibers and 

matrix materials results in composite materials that can withstand 

high loads, impact forces, and extreme temperatures. FRC materials 

are widely used in applications that require lightweight and strong 

materials, such as aircraft and spacecraft components. 

Sheet Moulding Composites (SMC) is a fiber-reinforced compo-

site material that has gained popularity due to its versatility, durabil-

ity, and cost-effectiveness[23-25]. SMCs are created by combining 

chopped fibers, thermosetting resins, and additives into a mold and 

then applying heat and pressure to fuse the components. The result 

is a lightweight, high-strength material ideal for various applications 

across several industries[26-28]. 

The mechanical properties of SMC composites are affected by 

various parameters such as fiber orientation, fiber volume fraction, 

and matrix properties[29]. The final molded parts of SMC show une-

ven distributions of fiber chips due to the complex flow pattern dur-

ing the compression molding process. It leads to significant inhomo-

geneity and anisotropy in the composite material, which poses a 

challenge while predicting the behavior of SMC composites in virtual 

tests[30]. Numerous studies have been reported to deal with the 

heterogeneity of SMC composites using analytical or computational 

micromechanics models. Both micromechanics models for SMC com-

posites have been developed to estimate the effective properties of 

micro/mesostructured by constructing a representative volume ele-

ment (RVE)[31-33]. 

The RVE is constructed using the finite element (FE) method as 

a computational micromechanics model. Jiang et al.[34] presented 

the FE-based RVE model with a single short fiber and discussed the 

effects of fiber orientation and aspect ratio on the mechanical prop-

erties of composites. Based on the short-fiber modeling, Li et al.[35] 

developed a finite element SMC model with the random fiber orienta-

tion. The rotational transformation calculated the rotated stiffness 

tensors of short fibers and assigned them to the SMC FE RVE model. 



 

 ４ 

Next, Chen et al.[36] presented a more realistic SMC model through 

a stochastic reconstruction algorithm to express the undulation of 

overlapping between fiber chips. The modified random sequential 

adsorption (RSA) was adopted to the reconstruction algorithm and 

generated each SMC layer to deal with the overlapped parts. Re-

cently, Sun et al.[37] developed a woven RVE with a finite element 

method to cope with the overlapping portions of SMC. 

Multiscale simulation is adopted to deal with complicated struc-

tural fiber-reinforced composites. Multiscale simulation is a rapidly 

developing field that has been adopted to deal with complex struc-

tural fiber-reinforced composites. In recent years, these composites 

have been used widely in numerous applications, including aero-

space, automotive and civil engineering. An approach to quantifying 

the uncertainty of composites due to geometric variation is pro-

posed[38]. A concurrent SCA2 framework from microscale to 

mesoscale is established to capture the non-linear behavior of 3D 

braided composites[39]. The application of multiscale simulation has 

proven to be a practical approach to predicting the mechanical prop-

erties of these materials and gaining a better understanding of their 

underlying microstructures. 

Multiscale simulation has a wide range of applications in fiber-

reinforced composites. One of the main applications is predicting the 

mechanical properties of these nano- and micro- composites[40]. 

By modeling the microstructure of the composite, researchers can 

accurately predict various spatial uncertainties[41]. 

On the other hand, the clustering-based method is widely applied 

in the computational model. K Popat et al. provide a cluster-based 

probability model and uses it to image and texture processing [42]. 

Clustering-based anomaly detection in multivariate time series data 

is proposed by Jinbo Li[43]. 

The multiscale simulation approach for SMC can be broadly cat-

egorized into two main methodologies: computational and analytical 

methods. These methods are continually evolving with ongoing ef-

forts to enhance their effectiveness in modeling the complex struc-

tures inherent in SMC materials. The computational method yields 
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relatively accurate results, albeit at the expense of extensive com-

putational resources due to the large number of calculations in-

volved. Consequently, there is a pressing need to prioritize the im-

provement of computation speed, thereby enabling more efficient 

simulations without compromising accuracy. 

 

 

1.2. Purpose of Research & Thesis Overview 

 

This study aims to investigate the effects of random chip orien-

tation and overlapping SMC chips on the formation of complex struc-

tures. Additionally, this research aims to compare the mechanical 

performance, formability, and manufacturing of SMC composites with 

traditional continuous fiber composites. Furthermore, this study ex-

plores the limitations of computational and analytical models in simu-

lating SMC composites. This research aims to provide valuable in-

sights into developing and optimizing SMC composites for use in 

complex geometrical structures, such as landing gears or chassis 

parts. 

Moreover, this research investigates the limitations of current 

macroscale models in analyzing micromechanical damage and de-

tailed structures. The study will also explore the potential benefits of 

multiscale simulations in improving the accuracy and reducing costs 

of such analyses. Through an in-depth review of the literature and 

analysis of case studies, this research aims to highlight the need for 

multiscale simulation approaches in addressing the challenges of an-

alyzing complex material behavior and damage mechanisms. The 

findings of this study are expected to contribute to the advancement 

of materials engineering and structural analysis by providing insights 

for developing more accurate and efficient simulation techniques. 

This research paper aims to investigate the homogenization 

methodology and multiscale analysis of composite materials. Compo-

site materials are widely used in various industries due to their 

unique properties, but their complex structures make it challenging 
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to predict their behavior accurately. Homogenization methods can 

help simplify the analysis of complex systems by providing adequate 

ways to determine their macroscopic properties. 

The thesis is working on the geometric modeling of inclusions 

(i.e., random waviness and orientation) and elastic-plastic, ductile 

damage simulation in the micromechanics composites model, com-

bining the micromechanics model with clustering-based self-con-

sistent analysis to establish a multiscale composites model and apply 

the model on SMC. Based on the complicated structure of SMC, ran-

dom chip orientation and random waviness are adopted to design a 

more realistic multiscale model. 

The thesis introduces a novel approach incorporating geometric 

modeling of inclusions and elastic-plastic, ductile damage simulation 

in micromechanics composites models. The proposed model consid-

ers random waviness and inclusions' orientation, a more realistic 

representation of composite materials. The novelty of this work lies 

in the combination of this micromechanics model with clustering-

based self-consistent analysis, which enables the establishment of a 

multiscale composites model. The model is then applied to study 

sheet molding compound (SMC), which has a complicated structure 

with random chip orientation and waviness. This approach provides a 

better understanding of the mechanical behavior of SMC and can lead 

to the development of more optimized composite materials. A hierar-

chical multistep homogenization model of SMC is also represented. It 

is a numerical model based on Mori-Tanaka homogenization consid-

ering the overlapping structures of SMC. The comparison of two ho-

mogenization models presents the validity and feasibility of the mod-

eling of SMC composites. Overall, this thesis contributes to advanc-

ing the field of composites modeling and has practical implications 

for the design and optimization of composite materials. 

Chapter 1 serves as an introduction, providing a comprehensive 

background, emphasizing the inherent complexity of composite ma-

terials and the challenges involved in predicting their behavior. The 

chapter highlights the significance of homogenization methods and 

multiscale analysis in addressing these challenges.  
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Moving on to Chapter 2, the analytical and numerical homogeni-

zation methods are introduced, specifically focusing on the cluster-

based Lippmann-Schwinger and Mori-Tanaka homogenization meth-

ods. These two widely used approaches have demonstrated their ef-

fectiveness in analyzing composite materials. 

In Chapter 3, the clustering-based analysis of offline databases 

is presented. The chapter outlines the essential steps involved in do-

main decomposition and the determination of interaction tensors, 

which form the foundation for offline analysis of clustering data. This 

technique plays a crucial role in accurately predicting the material 

properties. Additionally, the chapter delves into the clustering-based 

analysis of online self-consistent analysis, aiming to provide a real-

time approach for predicting the behavior of composite materials un-

der dynamic conditions. 

Additionaly, an improved linear and nonlinear Mori-Tanaka ho-

mogenization model, offering enhanced capabilities for simulating the 

behavior of composites. Building upon this, compares the models 

presented in Chapter 3, providing insights into their relative 

strengths and limitations. 

Shifting the focus to SMC composites, Chapter 4 presents the 

multistep homogenization method. This chapter outlines the proce-

dures for domain decomposition and introduces a hierarchical struc-

ture for the multistep homogenization approach, which proves instru-

mental in accurately characterizing SMC composites. 

Also, Chapter 4 discusses multiscale self-consistent analysis 

(SCA) composite materials simulation techniques, specifically focus-

ing on the offline database and online calculation methods introduced 

in Chapter 3. These techniques offer valuable insights into the be-

havior of composites at different length scales. 

Chapters 5 delves into the results of the improved Mori-Tanaka 

model and the multiscale clustering-based SCA model, respectively. 

These chapters present and analyze the findings, contributing to a 

deeper understanding of composite materials. 

Finally, Chapter 6 concludes the thesis, summarizing the essen-

tial findings and their implications. The thesis presents a novel 
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approach to composite modeling by incorporating geometric modeling 

of inclusions and elastic-plastic, ductile damage simulation in micro-

mechanics models. The contributions of this study have practical im-

plications for the design and optimization of composite materials, ad-

vancing the field of composites modeling and analysis. This model 

includes random waviness and orientation of inclusions, which pro-

vides a more realistic representation of composite materials. The 

proposed approach combines this micromechanics model with clus-

tering-based self-consistent analysis to establish a multiscale com-

posites model. The model is applied to study sheet molding com-

pound (SMC), a complex material with random chip orientation and 

waviness. The study provides a better understanding of the mechan-

ical behavior of SMC and can lead to the development of more opti-

mized composite materials.  

Furthermore, this thesis presents a hierarchical multistep ho-

mogenization model of SMC based on Mori-Tanaka homogenization, 

which considers the overlapping structures of SMC. The comparison 

of two homogenization models demonstrates the validity and feasibil-

ity of the modeling of SMC composites. This work contributes to ad-

vancing the field of composites modeling and has practical implica-

tions for the design and optimization of composite materials. It pro-

vides a better understanding of the behavior of SMC and presents a 

novel approach to multiscale composite modeling. 
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Chapter 2. Homogenization Method-

ology 
 

As a part of this thesis, the focus is on simulating carbon nano-

tube (CNT) nanocomposites, which are typical fiber inclusion compo-

sites. To achieve this, most homogenization methods can be applied. 

Chamis proposed a simplified micromechanics model (SMM) with the 

rule of mixture (ROM), which is based on the material properties of 

the inclusion and matrix. This approach has been widely used to pre-

dict the elastic properties of various composite materials under dif-

ferent boundary conditions [44-48]. The Halpin and Tsai model is 

one of the most commonly used micromechanics models for predict-

ing elastic properties in fiber composites. The Halpin-Tsai Equa-

tion[49], based on Hill's self-consistent micromechanics method, 

was first proposed by Halpin and Tsai in 1976 and has since been 

widely used in CNT composite modeling [50, 51]. 

 

To further improve the accuracy of the model, Hopkins and 

Chamis[52, 53] developed a refined model for shear and transverse 

properties by using simple relations among fiber size and volume 

fraction. This advanced model has been applied in many fiber-like 

inclusion composites [54] and can be helpful in accurately predicting 

the mechanical behavior of CNT nanocomposites. Overall, this work 

aims to advance the field of composites modeling, specifically in the 

context of CNT nanocomposites.  

 

In computational micromechanics, the finite element model has 

emerged as the most widely utilized approach due to its high 

accuracy in handling complex fiber packing configurations. One of 

the pioneering works in this area was carried out by Caruso and 

Chamis[53], who developed a single-cell finite element model in 

1986. This model served as a foundation for subsequent 

advancements in the field. Building upon this, Finegan and Gibson 

presented examples of 2D and 3D finite element quarter domain 



 

 １０ 

models[55], further expanding the capabilities of finite element 

modeling in composite materials. 

 

Since then, there has been a growing adoption of finite element 

models for simulating carbon nanotube (CNT) nanocomposites at the 

microscale. Numerous researchers have employed finite element 

models to investigate the mechanical behavior and properties of CNT 

nanocomposites[56, 57]. These models offer the advantage of 

capturing the intricate details of the microstructure and enable a 

comprehensive analysis of the effects of various factors, such as 

fiber arrangement and interface interactions, on the overall behavior 

of the composite. 

 

The utilization of finite element models in CNT nanocomposite 

simulation has dramatically contributed to advancing the 

understanding of the mechanical response of these materials. By 

incorporating the complex microstructure and material properties 

into the finite element framework, researchers have been able to 

accurately predict and analyze the behavior of CNT nanocomposites 

under different loading conditions. 

 

2.1. Lippmann Schwinger Homogenization 

 

Lippmann-Schwinger homogenization is a mathematical tech-

nique used to model and study the behavior of composite materi-

als[58]. It provides a framework for analyzing the effective proper-

ties of materials made up of multiple components with different 

physical properties, such as fiber-reinforced composites. 

 

The Lippmann-Schwinger homogenization approach has been 

used extensively in the study of composite materials and has been 

successfully applied to various systems, including photonic crystals, 

metamaterials, and natural composites such as wood. 
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The Lippmann-Schwinger equation, which forms the basis of this 

homogenization method, is derived from the theory of scattering in 

quantum mechanics. It is an integral equation that relates the total 

field to the incident field and the scattered field, considering the 

interactions between the scattering objects. In the context of 

homogenization, the Lippmann-Schwinger equation is adapted to 

describe the interactions between the constituent phases of a 

composite material. 

 

By solving the Lippmann-Schwinger equation, one can obtain the 

effective properties of the composite material, such as the effective 

conductivity, elastic modulus, or thermal conductivity. This method is 

advantageous when dealing with composites that exhibit complex 

microstructures or contain highly contrasting material phases. 

 

The Lippmann-Schwinger homogenization method, originally 

proposed by Moulinec and Suquet [59], provides a practical 

approach for solving the corrector problem in heterogeneous 

materials. This method involves reformulating the corrector problem 

as an integral equation, commonly known as the Lippmann-

Schwinger equation. Discretizing this equation on a regular grid 

makes it amenable to computational analysis. 

 

Since its original introduction, the Lippmann-Schwinger method 

has undergone further developments and refinements, resulting in 

several variants of the basic scheme. Researchers have proposed 

modifications and extensions to address specific challenges and 

incorporate additional features. Brisard and Dormieux propose a new 

formulation as a Galerkin discretization of the Lippmann-Schwinger 

Equation[60]. Matti Schneider[61] improves the Lippmann-

Schwinger equation solvers for the computational homogenization of 

materials with pores. The work by Ma et al. showcases the capability 

of FFT-based homogenization techniques in analyzing the 

hypoelastic-plastic behavior of materials subjected to finite strains.  
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[62]. These variants aim to improve accuracy, handle more complex 

material microstructures, or address specific physical phenomena. 

 

Over the years, the Lippmann-Schwinger method has found wide 

application across various disciplines, including materials science, 

mechanics, and electromagnetics[63-67]. Its ability to efficiently 

handle periodic boundary conditions and discretize integral equations 

has made it particularly attractive for researchers seeking to study 

and understand the behavior of complex heterogeneous systems. 

 

Firstly, the local stress is supposed to be divided into two parts: 

the reference stress and polarization stress, as shown in Equation 

(1). 

 𝝈(𝒙) = 𝑪!: 𝜺 + 𝒑(𝒙) (1) 

Where 𝑪! is reference elastic modulus and 𝒑 is polarization 

stress. Green’s function is introduced to obtain the integral equa-

tion[68]. 

 𝜺(𝒙) + ∫ Φ!(𝑥, 𝑥"): 𝒑(𝒙)𝑑𝑥" − 𝜺!# = 0 (2) 

Where 𝜺! is far-field strain and it is homogenous in the refer-

ence material. Substitute Equation (1) into (2) and get. 

 𝜺(𝒙) + ∫ Φ!(𝑥, 𝑥"): (𝑪!: 𝜺(𝒙′) − 𝝈(𝒙′))𝑑𝑥" − 𝜺!# = 0 (3) 

Equation (3) is known as Lippmann Schwinger Equation and can 

also be expressed as incremental form. 

 ∆𝜺(𝒙) + ∫ Φ!(𝒙, 𝒙"): (𝑪!: ∆𝜺(𝒙′) − ∆𝝈(𝒙′))𝑑𝑥" − ∆𝜺!# = 0 (4) 

When conducting simulations of the mechanical properties of en-

tire composite materials' Representative Volume Elements (RVE), 

using Lippmann Schwinger's equation for each point can be a time-

consuming process. Therefore, an alternative method based on clus-

tering has been developed as an improved approach. 
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2.2. Cluster-based LS Homogenization 
 

 

The cluster-based Lippmann-Schwinger homogenization 

approach is improved Lippmann-Schwinger homogenization to 

reduce calculation time. Instead of being based on an element of each 

RVE, RVE divided by clusters provides an efficient and accurate way 

to simulate the composite material. 

 

Now suppose the RVE of composites is composed by N cluster, 

the characteristic function is. 

 𝝌𝑰 = 51								𝑖𝑓	𝑥 ∈ Ω
%

0				𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (5) 

Where 𝐼 = 1…𝑁 represents the number of clusters, and Ω% indi-

cates the domain of certain cluster. Therefore, the Lippmann 

Schwinger Equation as shown in Equation (4) is become. 

1
𝑐!|Ω|& 𝝌𝑰(𝒙)

#
∆𝜺(𝒙)𝑑𝑥 + 

$
%!|#|∫ ∫ 𝝌𝑰(𝒙)𝚽'(𝒙, 𝒙(): (𝑪': ∆𝜺(𝒙′) − ∆𝝈(𝒙′))𝑑𝒙(𝑑𝒙 − ∆𝜺'## = 0 (6) 

Where 𝑐% is volume fraction of I-th cluster, and the interaction 

tensor[69] between two clusters is defined by. 

 𝑫%& = '
(!|#|∫ ∫ 𝝌𝑰(𝒙)𝝌𝑱(𝒙)𝚽!(𝒙, 𝒙")𝑑𝒙′𝑑𝒙#  (7) 

So, Equation (6) can be expressed as. 

 ∆𝜺% + ∑ 𝑫%&: [∆𝝈& − 𝑪!: ∆𝜺&] − ∆𝜺! = 0+
%,'  (8) 

To solve the integral equation, boundary condition is considered. 

Macroscopic strain and stress boundary condition is calculated by. 

 ∆𝜺L = ∑ 𝑐%+
%,' ∆𝜺% (9) 

 ∆𝝈M = ∑ 𝑐%+
%,' ∆𝝈% (10) 
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To improve calculation time, the multiscale model can be for 

clustering-based Lippmann Schwinger divided into online and offline 

processes. 

 

The online analysis primarily involves the iteration for strain in-

crement step and the update reference material constitutive matrix. 

This process occurs during the actual simulation and serves to en-

hance the accuracy of the model's predictions.  

 

On the other hand, the offline process focuses on saving the da-

tabase for calculating the interaction tensor between clusters and 

loading cluster position distributions. This helps to reduce computa-

tional overhead and further improves the efficiency of the model.  

 

It is essential to note that both the online and offline processes 

are critical for the success of the multiscale model for clustering-

based Lippmann Schwinger. When used together, they allow for ac-

curate and efficient simulations that can be applied to a wide range of 

real-world scenarios. 

 

The offline and online processes will be introduced in Section 

2.2.1 and 2.2.3 respectively. 
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2.2.1 Domain Decomposition 

In this section, a k-means method provides an effective way of 

identifying points in the material with similar behavior and can be 

used alongside other characterization techniques to gain a compre-

hensive understanding of the material[70]. 

 

The strain concentration tensor A(x) can be used to identify 

points in the material with similar mechanical behavior. Similar strain 

concentrations indicate that the material is responding in a similar 

way to stress and strain and may therefore require a similar design 

approach. 

 

As shown in Equation (30), strain concentration tensor is related 

to elastic microscale strain and macroscale strain. 

 

In order to utilize this data to study and predict the mechanical 

behavior of these materials, it is necessary to first establish a simi-

larity metric between different material points based on their strain 

concentration tensors. As mentioned earlier, equivalent tensors indi-

cate equivalent mechanical behavior and should be clustered accord-

ingly. One potential approach is to use a clustering algorithm such as 

k-means clustering method. 

 

Once the material points have been clustered based on their 

strain concentration tensors, their nonlinear plastic response can be 

studied. The localization of plasticity, which is the process by which 

plastic deformation becomes concentrated in certain regions of the 

material, is known to occur at points with high strain concentrations. 

Therefore, points within the same cluster should have similar plastic 

response and failure modes under loading.  

 

It is worth noting that the format of the raw data for 3D materials 

will be more complex, due to the increased number of independent 

components for the strain concentration tensor. However, the overall 



 

 １６ 

approach for studying the similarity and mechanical behavior of these 

materials remains the same. With the availability of high-fidelity DNS 

simulations and advanced data analysis techniques, it is now possible 

to gain deeper insights into these materials and accelerate their de-

velopment for various applications. 

 

K-means is a clustering algorithm used to group data points into 

K clusters based on their similarity. The algorithm works by itera-

tively assigning data points to the nearest cluster center, also known 

as the centroid, and updating the centroid based on the new cluster 

members. 

 

Suppose the strain concentration tensor of each element is given, 

and then. 

 𝑆 = 𝑎𝑟𝑔𝑚𝑖𝑛∑ ∑ ‖𝑨- − 𝑨M&‖.-∈0"
1
&,'  (11) 

Where 𝑨- and 𝑨M& are strain concentration tensor for m-th point 

and mean strain concentration tensor in J-th cluster. The k-means 

method is. 

 

1. Choose the number of clusters N that you want to 

create. 

2. Initialize k 𝑨+ randomly (where k=1…N). 

3. Assign each data point to the nearest 𝑨+. 
4. Recalculate the 𝑨+of each cluster based on the new 

cluster members. 

5. Repeat steps 3 and 4 until find the minimum 𝑨+ as 

shown in Equation (11). 

 

The goal of the algorithm is to minimize the sum of squared dis-

tances between each data point and its assigned 𝑨+. K-means is a 

widely used algorithm for clustering because it is relatively fast and 

easy to understand.  
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Periodic boundary conditions are commonly used in simulations 

of periodic systems, such as lattices or crystal structures. These 

conditions require the displacement or deformation of each boundary 

point to be the same as the corresponding point on the opposite 

boundary. Essentially, this means that the boundaries of the system 

are identified with one another, and the system is assumed to repeat 

indefinitely in all directions. Periodic boundary conditions are used to 

simulate large-scale systems and are commonly employed in fiber-

reinforced composites material. 

 

Periodic boundary condition is adopted to get strain concentra-

tion tensor for each Gauss point in finite element model in ABAQUS. 

 
Figure	1.	Periodic	boundary	condition	application	in	ABAQUS	

 

Figure 1 indicates the periodic boundary condition applied in FE 

model in ABAQUS and following.  

 𝑢2 − 𝑢3 − 𝑢2! = 0 (12) 

𝑣2 − 𝑣3 = 0 
𝑣4 − 𝑣5 − 𝑣4! = 0 

𝑢4 − 𝑢5 = 0 
Equation (12) shows requirement of replicating an equal and op-

posite displacement across the boundary. 
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2.2.2 Interaction tensor 

 

A key advantage of the Lippmann-Schwinger method is its 

efficient implementation using the fast Fourier transform (FFT) 

algorithm. This enables the convolution product appearing in the 

Lippmann-Schwinger equation, subject to periodic boundary 

conditions, to be computed rapidly. The FFT-based approach 

significantly enhances the computational efficiency of the method, 

making it well-suited for practical applications. 

 

Interaction tensor describes the interaction between clusters due 

to the irregular shape of each cluster. Interaction tensor is defined as 

 𝑫%& = '
(!|#|∫ ∫ 𝝌𝑰(𝒙)𝝌𝑱(𝒙)𝚽!(𝒙, 𝒙")𝑑𝒙′𝑑𝒙#  (13) 

Where 𝑐% is volume fraction of I-th cluster, while 𝚽! is Green’s 

function. 𝝌𝑰 is characteristic function as Equation (5) shown. 

 

Interaction tensor can be calculated by transform into Fourier 

coordinates as[71]. 

 𝜙67+8! = '
9:#

𝜙67+8' − ;#<:#
:#(;#<.:#)

𝜙67+8.  (14) 

𝜙67+8' =
𝛿6+𝜉7𝜉8 + 𝛿68𝜉7𝜉+ + 𝛿78𝜉6𝜉+ + 𝛿7+𝜉6𝜉8

|𝝃|.
 

𝜙67+8. =
𝜉6𝜉7𝜉+𝜉8
|𝝃|9

 

Where 𝝃 is Fourier coordinates and 𝜆! and 𝜇! are lame param-

eter of reference material respectively. In Equation (14), Green’s 

function is only determined by lame parameter of reference material 

and Fourier coordinates, so interaction tensor 𝑫%& can be calculated 

in advance to save calculation time. 

2.2.3 Cluster-based Iterative Self-consistent Analysis 

In order to achieve accurate results, two critical points must be 

discussed. Firstly, the choice of reference material stiffness 𝑳𝟎 and 
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secondly, the algorithmic details of the iterative solution for Equation 

(27). 

 

It is noteworthy that the local strain ε(x) obtained from the con-

tinuous Lippmann-Schwinger equation, Equation (27), is independent 

of the reference stiffness 𝑳𝟎. However, the convergence rate of the 

iterative solution scheme for the discrete Lippmann-Schwinger 

equation is impacted by the chosen  𝑳𝟎. Nevertheless, despite the 

influence on convergence rate, the converged solution should be in-

dependent of 𝑳𝟎 and identical regardless of its choice. 𝑳𝟎 can be 

considered a preconditioner for the iterative scheme, as the physical 

problem is determined by the equilibrium condition and macroscopic 

constraints. Therefore, in theory, any reference stiffness 𝑳𝟎 for the 

homogeneous linear elastic material can be selected. 

 

In this chapter, algorithm with a constant 𝑳𝟎 and updated 𝑳𝟎 will 

be introduced respectively. 

 

In this section, reference material 𝑳𝟎 is considered as a constant 

matrix and will not be updated in iterations. The value of 𝑳𝟎 is as-

sumed as constitutive matrix of matrix material. 

 

In many cases, such as plasticity and damage, the incremental 

stress in the I-th cluster (∆𝝈%) is a function of its incremental strain 

(∆𝜺%) as shown in Equation (15). 

 ∆𝜺% + ∑ 𝑫%&: [∆𝝈& − 𝑪!: ∆𝜺&] − ∆𝜺! = 𝟎+
%,'  (15) 

 This implies that the system of integral equations needs to be 

solved iteratively at every load increment. An implicit scheme is uti-

lized for this purpose, considering both macro-strain and macro-

stress constraints. 

 

The unknown variables in the system are the incremental strain 

in each cluster (∆𝜺%) and the far-field strain (∆𝜺!), denoted by {∆𝜺} =



 

 ２０ 

{∆𝜺', … , ∆𝜺+; 	∆𝜺!}. The problem is approached by defining the residual 

of the integral equation in the I-th cluster at iteration step n. 

 𝒓!({∆𝜺}𝑛) = ∆𝜺𝑛𝐼 + ∑ 𝑫𝐼𝐽: [∆𝝈𝑛
𝐽 − 𝑳0: ∆𝜺𝑛

𝐽 ] − ∆𝜺𝑛0𝑘
𝐼=1  (16) 

Where I=1, 2, …, k. And the residual of micro-stress and micro-

strain are. 

 𝒓)*$({∆𝝈}𝑛) = ∑ 𝑐𝐼𝑘
𝐼=1 ∆𝝈𝑛𝐼 −∆𝝈V (17) 

𝒓)*$({∆𝜺}𝑛) =W 𝑐𝐼
𝑘

𝐼=1
∆𝜺𝑛𝐼 −∆𝜺X 

The residual matrix is {𝒓} = {𝒓', … , 𝒓+ , 𝒓+<'} and 

 {𝒓} + {𝑴}{𝛿𝜺} = 𝟎 (18) 

Where 𝑴 is Jacobian matrix which can be calculated by 

 𝑴!+ = 𝜹!+𝑰 + 𝑫!+: ]𝑳,-.
+ − 𝑳'_ (19) 

Where 𝜹!+ is the Kronecker delta in terms of indices I and J. Ad-

ditionally, the 𝑳,-.
+  is the tangent modulus serves as a necessary out-

put of the local constitutive law for the current strain increment 

within the designated J-th cluster as.  

 𝑳,-.
+ = /∆𝝈𝐽

/∆𝜺𝐽 (20) 

The other component of Jacobian matrix 𝑴 under macro-strain 

is 

 𝑴()*$)! = 𝑐𝐼𝑰 (21) 

𝑴()*$)()*$) = 𝟎 

While Jacobian matrix under macro-stress is 

 𝑴()*$)! = 𝑐𝐼𝑳,-.!  (22) 

𝑴()*$)()*$) = 𝟎 

Based on the latest incremental strain data, the constitutive rela-

tionship within each cluster can be utilized to calculate the updated 

incremental stress {∆𝝈} = {∆𝝈', … , ∆𝝈+; 	∆𝝈!}. The implicit scheme al-

gorithm, stresses that the constant 𝑳' = 𝑳23456 is chosen as an input 

parameter. It is recommended that the effective stiffness of the RVE 

determined in the offline stage, 𝑳23456 = 𝑳7,%89, be considered as the 

reference value. However, other reference stiffnesses, such as the 
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stiffness of the matrix phase, 𝑳23456 = 𝑳7,682:, can also be considered. 

Maintaining a formal tone, these alterations will significantly enhance 

the professionalism of the essay. 

 

Instead of the constant reference material 𝑳𝟎, the 𝑳𝟎 considered 

as variable which is updated in each iteration is adopted.  

 

In order to maintain the simplicity and convenience of utilizing 

the same form of Green's functions during plasticity, the tangent 

modulus 𝑳7,%89is often considered to be isotropic, even in cases 

where plastic flow may lead to anisotropic behavior, particularly 

when subjected to large deformations. However, it is important to 

note that this assumption is not universally valid.  

 

When approaching each macroscopic load increment, the self-

consistent scheme must determine two Lame parameters, namely 𝜆J!  

and 𝜇J!, which are independent of one another and are used to define 

𝑳J!  at n-th increment. By assuming isotropy in the reference tangent 

modulus at each incremental load stage, the scheme is then able to 

determine the appropriate values for these parameters. 

 𝑳3' = 𝑓(𝜆3' , 𝜇3') (23) 

The self-consistent analysis is to find minimization as  

 {𝜆3' , 𝜇3'} = 𝑎𝑟𝑔𝑚𝑖𝑛‖𝛥𝜎37,%89 − 𝑓(𝜆(, 𝜇(): 𝛥𝜀37,%89‖; (24) 

Here, Newton Raphson’s iteration can be adopted to get the non-

linear iterations as. 

 𝑔(𝜆3' , 𝜇3') = ‖𝛥𝜎37,%89 − 𝑓(𝜆3' , 𝜇3'): 𝛥𝜀37,%89‖; (25) 

With calculating partial derivatives 

 
/.
/<"#
m
<$%&
# ,>$%&

#
= 0, /.

/>"#
m
<$%&
# ,>$%&

#
= 0 (26) 

The system presents an exclusive solution, except when sub-

jected to a pure shear loading condition, whereby the value of 𝜆946'  

becomes underdetermined. Consequently, 𝜆3'  remains unaltered. 

Furthermore, the values of 𝑔(𝜆3' , 𝜇3') become negligible when the 
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effective macroscopic homogeneous material is isotropic linear elas-

tic in nature. 

 

This particular homogenization scheme is referred to as a self-

consistent scheme, which means that it is iterative in nature. This is 

due to the fact that the macroscopic incremental stress (𝛥𝜎37,%89 and 

strain (𝛥𝜀37,%89) present at the beginning of each increment are calcu-

lated based on previous values of 𝜆3'  and 𝜇3'. It is important to note 

that when implementing the algorithm using a constant 𝑳𝟎, the tan-

gent modulus is not updated. Therefore, the interaction tensors 𝑫!+ 

also do not need to be updated. Conversely, with the self-consistent 

algorithm, the interaction tensors are contingent upon updated refer-

ence Lame parameters as Equation (7), which requires the updating 

of said parameters Equation (14). 

 

2.3. Mori-Tanaka Homogenization 

 

The Mori-Tanaka (MT) method, proposed in 1981, has become a widely 

used and classical approach for predicting the effective stiffness of compo-

site materials. Over the years, extensive research has been conducted to 

extend and apply the MT method in various contexts [72-74]. Researchers 

have explored its application in thermo-elasto-plastic constitutive laws with 

an incremental formulation [75-80], considered interface debonding models 

[81, 82], and investigated the homogenization of elastic-viscoplastic heter-

ogeneous materials [56]. Furthermore, the MT method has been combined 

with self-consistent approaches [83] and utilized for predicting effective 

thermal conductivity [84, 85]. 

 

The MT model has found application in diverse areas, such as CNT 

nanocomposites [86-88], functionally graded materials [89-91], and porous 

materials [90]. The Eshelby tensor within the MT method has been em-

ployed in these studies to describe reinforcing inclusions with interphase 

weaknesses, as weakened interfaces are commonly observed [92]. Many 

researchers have adopted the linear spring model for interface damage be-

tween CNT and polymer matrices [93-95]. Recently, Ryu et al. identified 
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and rectified mathematical and typographical errors in the interfacial dam-

age tensor denoted by Q in previous studies [96]. 

 

Additionally, investigations on stochastic effects have been 

conducted to understand the influence of CNT inclusion waviness and 

its distribution on effective stiffness [97]. Shao et al. focused on the 

waviness of CNTs and interface debonding behavior, two key factors 

influencing reinforcing efficiency[14]. 

These studies collectively highlight the wide range of 

applications and advancements in utilizing the MT method, along with 

its extension to encompass various phenomena and material systems. 

By leveraging the MT method and considering factors such as 

interfacial damage and waviness, researchers have made significant 

progress in understanding and predicting the mechanical behavior of 

composite materials, particularly CNT nanocomposites. 

 

Mori-Tanaka homogenization is a widely used technique for pre-

dicting the effective or average mechanical properties of heteroge-

neous materials. This method was developed by T. Mori and K. 

Tanaka in the year 1973[72]. The homogenization approach approx-

imates the behavior of complex composites by using simplified as-

sumptions and models with reduced complexity. The main advantage 

of Mori-Tanaka homogenization is that it can predict the mechanical 

behavior of a composite material from the properties of its constitu-

ent materials. This allows for the design of materials with specific 

mechanical properties, such as high strength, stiffness, and fracture 

toughness. To achieve this, the Mori-Tanaka method uses the con-

cept of representative volume elements (RVEs) to represent the 

composite material and simplify the complex interactions between its 

constituents. 

 

Similar with homogenization model described in Chapter 3, the 

equilibrium can be expressed as 

 ∆𝜺% + ∑ 𝑫%&: [∆𝝈& − 𝑪!: ∆𝜺&] − ∆𝜺! = 𝟎+
%,'  (27) 
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The strain concentration tensor is defined as 

 𝒂% = [𝑰 + 𝑫%%: ∆𝑳%]K' g𝑰 − ∑ 𝑫%&:1
&,'
&L%

∆𝑳&: 𝒂&h (28) 

Unlike the cluster-based Lippmann Schwinger Equation, the I, 

J=1…N indicates N phases of composites. It is important to note that 

the phase refers to the constituent materials of composites, whereas 

clusters is related to the microstructure of composites. Typically, 

composites materials are composed of several materials, thus they 

consist of multiple phases. On the other hand, the clusters are deter-

mined by grouping similar elements of elastic response under bound-

ary condition. The SMC are regarded as one-site composites, which 

assume the interaction tensor 𝑫!+ to be 0. The global strain concen-

tration tensor is[98].  

 𝑨% = 𝒂%: (𝒂M%)K' = 𝒂%: 𝑨! (29) 

Where 𝒂M% is the volume averaging of local strain concentration 

tensor 𝒂%. Equation (29) establishes a crucial link between macro- 

and micro-scale modeling of strain concentration in composite mate-

rials, serving as a bridge between the two domains.  

 𝜀67(𝑥) = 𝐴67+8(𝑥): 𝐸+8 (30) 

Specifically, this equation represents the relationship between 

global and local strain concentration tensors, providing a means of 

connecting the macroscopic behavior of a composite material with its 

underlying microstructure.  

 

As a results, the homogenized composites RVE is calculated by 

volume averaging of elastic constitutive matrix. 

 𝐿67+8
MNN = '

O ∫ 𝑙67-J(𝑥)𝐴-J+8(𝑥)𝑑𝑉O  (31) 

Combining Equation (28), (29) and (31), the constitutive matrix 

for composites of Mori-Tanaka model is calculated as. 

 𝑳P4
MNN = 𝑐!𝑳! +∑ 𝑐%𝑳%𝑨%1

%,'  (32) 
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2.4. Improved Mori-Tanaka Homogenization 
 

2.4.1 Mori-Tanaka Homogenization with Interface Damage 

In this section, damage analysis of the composite material is 

adopted. The composite is composed of two phases, the matrix (0th 

phase) and the CNT (1st phase). The CNT fibers are assumed to be 

long circular cylindrical inclusions in a homogenized matrix material 

(D), treated as a sub-domain (Ω). The original Mori-Tanaka (MT) ef-

fective stiffness model assumes that the inclusions are unidirection-

ally aligned. When a uniform far-field applied strain ((𝜺Q)) is applied 

to the homogeneous matrix, it exhibits a homogeneous strain field. 

However, the addition of inclusions results in perturbed inclusion 

strains, causing the average matrix strain 〈𝜺!〉 to differ from the av-

erage inclusion strain 〈𝜺'〉 by the perturbed inclusion strain, 𝜺$
46, as 

follows. 

 〈𝜺𝟏〉 = 〈𝜺'〉 + 𝜺$
46 = 〈𝜺'〉 + 𝑺𝜺$∗ (33) 

Where 〈 ∙ 〉 indicates values from volume averaging over the en-

tire composite domain (D); 𝜺'∗ is the fictitious eigenstrain of inclusion 

in Ω; and 𝑆 is the uniform 4th order Eshelby inclusion tensor. The 

equivalent inclusion method can simulate inclusion stress (〈𝜺'〉) by 

elastic stiffness (𝑳!) of the matrix and fictitious eigenstrain 𝜺'∗ in Ω 

as follows. The relation between both coordinate system with rota-

tional angle was shown in Figure 2. z’ axis of material coordinate 

system aligns in x-y plane of a global coordinate system. 
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(a) 

  

(b)	 (c)	

Figure	2.	(a)	spring	layer	modeling	of	interphase	(b)	tangential	component	of	dis-
continuous	displacement	(c)	normal	component	of	the	traction	

 

 𝜺'∗ = −𝑳!K'(𝑳' − 𝑳!)〈𝜺'〉 (34) 

Substituting Equation (28) into Equation (27), derive the relation-

ship between 〈𝜺𝟏〉 and 〈𝜺!〉 with the dilute strain concentration ten-

sor 𝑨' as follows. 

 〈𝜺$〉 = 𝑨$〈𝜺'〉 = [𝑰 + 𝑺𝑳'A$(𝑳$ − 𝑳')]A$〈𝜺'〉 (35) 

where I is the fourth order identity tensor. Equation (35) relates 

the average strain in the inclusion 〈𝜺'〉 to the average strain in the 

matrix 〈𝜺!〉 by the dilute strain concentration tensor. Accounting for 

the inclusion interaction, the applied strain for each inclusion is the 

average strain in the matrix 〈𝜺!〉 instead of the far field applied 
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strain(𝜺!). This implies that the average inclusion strain is defined as 

follows. 

 〈𝜺$〉 = 𝑨$𝜺, (36) 

By the equal stress assumption	𝑐'〈𝜺𝟎〉 + 𝑐$〈𝜺𝟏〉 = 𝜺𝒂, the average 

strain in the matrix is related to the applied strain as follows. 

 〈𝜺'〉 = 𝑨'𝜺, = [𝑐'𝑰 + 𝑐$𝑨$]A$𝜺, (37) 

Where 𝑐' and 𝑐$ are the volume fractions of matrix and CNT, 

respectively. Then the effective elastic stiffness matrix of the MT 

model can be derived from the equal strain relationship 〈𝝈'〉 = 𝑐'〈𝝈'〉 +

𝑐$〈𝝈$〉 = 𝑳𝜺, by substituting Hooke’s law. 

 𝑳 = [𝑐'𝑳' + 𝑐$𝑳$𝑨$][𝑐'𝑰 + 𝑐$𝑨$]A$ (38) 

Where 	𝑨$ = z𝑰 + 𝑺𝑳𝟎A𝟏(𝑳$ − 𝑳'){
A$

. 

On the other hand, the Eshelby tensor for a long circular cylin-

drical fiber (i.e. CNT) is given as follows[99]. 

 𝑆$$$$ = 𝑆$$;; = 𝑆$$DD = 0 (39) 

𝑆;;;; = 𝑆DDDD =
5 − 4𝑣'
8(1 − 𝑣')

 

𝑆;;$$ = 𝑆DD$$ =
𝑣'

2(1 − 𝑣')
 

𝑆;;DD = 𝑆DD;; =
4𝑣' − 1
8(1 − 𝑣')

 

𝑆$;$; = 𝑆$D$D =
1
4 

𝑆;D;D =
𝑣'

8(1 − 𝑣')
 

Where 𝑣! is the Poisson ratio of the matrix. When calculat-

ing	𝑆2E)-, Eshelby neglected the situation of interfacial debonding 

which means the perfect bonding between inclusions and matrix was 

assumed.  

 

To consider imperfect interfacial bonding, a compliant spring 

layer with zero thickness is assumed to simulate continuous traction 

and discontinuous displacement along the interface as shown in 
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Figure 2. MT modeling approach for weakened interfacial damage in a 

reference [91] was referred in this thesis. 

 

The compliance tensor for the single-layered interface is given 

as follows[91]. 

 𝜂 = 𝛼𝛿2Ez𝑒2 ⊗𝑒E{ + (𝛽 − 𝛼)𝑛2𝑛Ez𝑒2 ⊗𝑒E{ (40) 

Where 𝛿67 is the Kronecker delta; 𝜂 is the compliance tensor of 

the interface; and 𝑛6 is the outward normal vector to the interfacial 

surface between matrix and inclusion. α and β indicate compliance in 

the tangential and normal directions of the interface, respectively as 

defined in Equation (40). 

 (𝑰 − 𝒏⊗𝒏)∆𝒖 = 𝛼(𝑰 − 𝒏⊗𝒏)𝝈𝒏 (41) 

𝛥𝒖 ∙ 𝒏 = 𝛽𝝈𝒏 ∙ 𝒏 

Where (𝑰 − 𝒏⊗𝒏) is the projection tensor projected onto the in-

terfacial surface; 𝛥𝑢 is the displacement vector on the interface; 

𝝈𝒏(= 𝒕) is the traction vector by Cauchy stress formula; and I is the 

identity tensor. When 𝜂67 = 0 , there is no debonding between inclu-

sion and matrix. When 𝜂67 → ∞ (i.e. zero stiffness), perfect debond-

ing is applied. 

 

In the case of imperfect interface, the inclusion strain field be-

comes non-uniform. By virtue of the Green’s function in an infinite 

domain, the inclusion strain field with the weakened interface is ob-

tained through modification of the original Eshelby solution[91, 100]. 

 𝜀2E(𝒙) = 𝑆2E)-𝜀)-∗ − 𝐿)-73 ∫ 𝜂)4𝜎4)/F (𝝃)𝐺2E73(𝝃 − 𝒏)𝑛G𝑛-𝑑𝑆(𝝃) (42) 

Where 𝜕Ω is the surface of the inclusion domain and 𝐺67-J is the 

function of the Green’s function[91]. Certainly when	𝜂)4 = 0, the in-

clusion strain field becomes the original Eshelby equation, and the 

inclusion strain is no longer uniform. Qu obtained the modified 

Eshelby tensor 𝑆6̅7+8%  for the inclusion with the slightly weakened in-

terface as follows[91]. 

 𝑺V! = 𝑺 + (𝑰 − 𝑺):𝑯: 𝑳'(𝑰 − 𝑺) (43) 
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Where 𝑳! is the effective stiffness of matrix material. 𝑯 can be 

calculated in terms of the interfacial compliances as follows[91]. 

 𝐻2E)- = 𝛼𝑃2E)- + (𝛽 − 𝛼)𝑄2E)- (44) 

Where 𝑃67+8 and 𝑄67+8 are tensors that depend on the shape of 

inclusions. Original inclusion by Eshelby was an ellipsoidal shape of 

which domain is expressed by	~T%
Q%
�
.
+ ~T&

Q&
�
.
+ ~T'

Q'
�
.
≤ 1, where 𝑎', 𝑎. 

and 𝑎U are principal semi-axes of ellipsoid. Ellipsoids can be speci-

fied to spherical and cylindrical inclusion shapes. In this case, inclu-

sion is CNT fiber considered as a cylinder (𝑎' = 𝑎. = 𝑎 and 𝑎U → ∞) 

of which P and Q tensors are determined as follows[91], and here a 

is the radius of CNT inclusion. Having 𝑎U → ∞ is the reason that the 

aspect ratio cannot be specified in the MT model, which will be ex-

plained later. 

 𝑃$$$$ = 𝑃;;;; = 4𝑃;D;D = 4𝑃$D$D = 2𝑃$;$; =
DH
I,

 (45) 

𝑄'''' = 𝑄.... = 3𝑄''.. = 3𝑄..'' = 3𝑄'.'. =
9𝜋
32𝑎

 

𝑂𝑡ℎ𝑒𝑟𝑠 = 0 

Then the effective stiffness can be calculated for CNT reinforced 

nanocomposites with interfacial damage as follows[91]. 

 𝑳X𝑰 = (𝑐'𝑳' + 𝑐$𝑳𝟏𝑨$! )(𝑐'𝑰 + 𝑐$𝑨$! + 𝑐$𝑯𝑳$𝑨$! )A$ (46) 

For the perfect bonding, α and β are zero and the tensor H be-

comes zero. Therefore, Equation (17) will become the original MT 

model. 

2.4.2 Mori-Tanaka Homogenization with random wavy fi-

ber  

After completing the strain concentration tensor 𝑨𝐼 with interfa-

cial damage, next is to derive the wavy CNT fiber, 

An alternative form for the MT model can also be obtained as 

follows[72, 101]. 

 𝑳 = 𝑳'(𝑰 + 𝑐$[(𝑳$ − 𝑳')A$𝑳' + 𝑐'𝑺V]A$) (47) 
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Where 𝑺M is the Eshelby tensor that represents perfect interface 

bonding. Substituting the Eshelby tensor of Equation (15) into the al-

ternative form of the MT Model in Equation (32), the effective elastic 

stiffness of composites with interface damage is obtained as follows. 

 𝑳X! = 𝑳'(𝑰 + 𝑐$[(𝑳$ − 𝑳')A$𝑳' + 𝑐'𝑺V!]A$) (48) 

Where 𝑺M% is the Eshelby tensor containing interface damage in 

Equation (42). This effective stiffness 𝑳L% was verified to provide the 

same elastic stiffness matrix as one from Equation (48) for a set of 

specific damage variables (i.e. α and β). Following the analytical ap-

proach by Hsiao and Daniel [102] and Yanase et al, [103] in order to 

calculate the effective elastic stiffness of wavy CNT composites with 

interface weakened, wavy CNT is modeled in a sinusoidal shape as 

depicted in Figure 3. 

 

 

Figure	3.	Modeling	of	wavy	fiber	with	interface	damage	

The sinusoidal waviness of CNT is defined in terms of the length 

L and amplitude A as follows. 

 𝜈 = 𝐴 𝑠𝑖𝑛 �;H:
K
� (49) 

𝑎 =
2𝜋𝐴
𝐿 = 2𝜋𝑤 

Where w is waviness. A rotational transformation of 𝑳L% and av-

eraged along the sinusoidal CNT fiber are obtained and the effective 

stiffness 𝑳L%V of composites with interface weakened and wavy uni-

directional CNT. 
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 𝐿XLMNO!P = $
- ∫ 𝑅2L𝑅ME𝑅N)𝑅O-𝐿X2E)-! 𝑑𝑥-
'  (50) 

Where z𝑅2E{ = �
𝑐𝑜𝑠 𝜃 −𝑠𝑖𝑛 𝜃 0
𝑠𝑖𝑛 𝜃 𝑐𝑜𝑠 𝜃 0
0 0 1

¢ 

Where θ is the tangential angle along the sinusoidal CNT as de-

picted in Figure 3. To conduct the averaging and rotational trans-

forming in Equation (50) along a single inclusion fiber, relating the 

angle θ to the waviness parameters A and L as follows. 

 𝑡𝑎𝑛 𝜃 = 𝑎 𝑐𝑜𝑠 ;H:
K

 (51) 

𝑚 = 𝑐𝑜𝑠 𝜃 = ¤1 + ¥𝑎 𝑐𝑜𝑠
2𝜋𝑥
𝐿 ¦

;

§
A$ ;Q

 

𝑛 = 𝑠𝑖𝑛 𝜃 = 𝑎 𝑐𝑜𝑠
2𝜋𝑥
𝐿 ¤1 + ¥𝑎 𝑐𝑜𝑠

2𝜋𝑥
𝐿 ¦

;

§
A$ ;Q

 

The integration in Equation (50) can be explicitly expressed as 

 
$
K ∫ 𝑚R𝑑𝑥K

' = ;*,'

;($*,')
(
')
= 𝐼$ (52) 

1
𝐿& 𝑚;𝑛;𝑑𝑥

K

'
=

𝑎;

2(1 + 𝑎;)$ ;Q
= 𝐼; 

1
𝐿& 𝑚;𝑑𝑥

K

'
=

1
(1 + 𝑎;)$ ;Q

= 𝐼$ + 𝐼; 

1
𝐿& 𝑛;𝑑𝑥

K

'
= 1 −

1
(1 + 𝑎;)D ;Q

= 1 − 𝐼$ − 𝐼; 

1
𝐿& 𝑚D𝑛𝑑𝑥

K

'
=
1
𝐿& 𝑚𝑛D𝑑𝑥

K

'
=
1
𝐿& 𝑚𝑛𝑑𝑥

K

'
= 0 

Components of the transformed stiffness matrix in Equation (45) 

are expressed explicitly as follows. 

 𝐿X$$$$!P = 𝐼$(𝐿X$$$$! − 𝐿X;;;;! ) + 2𝐼;(𝐿X$$;;! − 𝐿X;;;;! + 2𝐿X$;$;! ) + 𝐿X;;;;!  (53) 

𝐿L''''%V = 𝐼'(𝐿L''''% − 𝐿L....% ) + 2𝐼.(𝐿L''..% − 𝐿L....% + 2𝐿L'.'.% ) + 𝐿L....%  

𝐿L''..%V = 𝐼.(𝐿L''''% − 2𝐿L''..% + 𝐿L....% − 4𝐿L'.'.% ) + 𝐿L''..%  

𝐿L''UU%V = 𝐼'(𝐿L''..% − 𝐿L..UU% ) + 𝐼.(𝐿L''..% − 𝐿L..UU% ) + 𝐿L..UU%  

𝐿L..''%V = 𝐼'(𝐿L''''% − 2𝐿L''..% + 𝐿L....% − 4𝐿L'.'.% ) + 𝐿L''..%  

𝐿L....%V = 𝐼'(𝐿L....% − 𝐿L''''% ) + 𝐼.(2𝐿L''..% − 4𝐿L'.'.% − 2𝐿L''''% ) + 𝐿L''''%  



 

 ３２ 

𝐿L..UU%V = 𝐼'(𝐿L..UU% − 𝐿L''..% ) + 𝐼.(𝐿L..UU% − 𝐿L''..% ) + 𝐿L''..%  

𝐿LUU''%V = (𝐼' + 𝐼.)(𝐿L''..% − 𝐿L..UU% ) + 𝐿L..UU%  

𝐿LUU..%V = (𝐼' + 𝐼.)(𝐿L..UU% − 𝐿L''..% ) + 𝐿L''..%  

𝐿LUUUU%V = 𝐿LUUUU%  

𝐿L'.'.%V = 𝐼.(𝐿L''''% − 2𝐿L''..% + 𝐿L....% − 4𝐿L'.'.% ) + 𝐿L'.'.%  

𝐿L.U.U%V = (𝐼' + 𝐼.)(𝐿L.U.U% − 𝐿L'.'.% ) + 𝐿L'.'.%  

𝐿X$D$D!P = (𝐼$ + 𝐼;)(𝐿X$;$;! − 𝐿X;D;D! ) + 𝐿X;D;D!  

Substituting 𝑳L%V of Equation (53) into 𝑳L% of Equation (49), we 

can obtain the MT model for wavy CNT nanocomposites with inter-

face damage as follows. 

 𝑳X!P = 𝑳'(𝑰 + 𝑐$[(𝑳$ − 𝑳')A$ + 𝑐'𝑺V!P]A$) (54) 

Then the Eshelby tensor 𝑺V! changes to 𝑺V!Paccordingly. The 

Eshelby tensor 𝑺V!P is for CNT inclusions with both interfacial dam-

age and waviness. Then, back-calculate the Eshelby tensor 𝑆̅!P for 

wavy CNT with interface damage as follows. 

 𝑺V!P = 𝑙𝑖𝑚
%*→T

$
$A%*

«𝑐$]𝑳'A$𝑳X!P − 𝑰_A$ − (𝑳$ − 𝑳')A$𝑳'¬ (55) 

Applying the modified Eshelby tensor in Equation (55), we can 

also obtain the effective elastic stiffness as follows. 

 𝑳X!P = (𝑐'𝑳' + 𝑐$𝑳$𝑨$!P)(𝑐'𝑰 + 𝑐$𝑨$!P)A$ (56) 

𝑨!!P = [𝑰 + 𝑺V!P𝑳'A$(𝑳$ − 𝑳')]A$ 
An alternative form for the effective stiffness of wavy CNT 

nanocomposites with interface weakened is also introduced as fol-

lows. 

 𝑳X!P = (𝑐'𝑳' + 𝑐$𝑳$𝑨$P)(𝑐'𝑰 + 𝑐$𝑨$P + 𝑐$𝑯𝑳$𝑨$P)A$ (57) 

𝑨'V = [𝑰 + 𝑺MV𝑳!K'(𝑳' − 𝑳!)]K' 

Where 𝑺VP = 𝑙𝑖𝑚
%*→T

$
$A%*

[𝑐$(𝑳'A$𝑳XP − 𝑰)A$ − (𝑳$ − 𝑳')A$𝑳'] 

According to the tests, effective stiffness matrices of Equation 

(56) and (57) are identical. These MT models are for unidirectional 

aligned CNT nanocomposites as shown in Figure 4(a). However, in 
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most cases, actual CNT fibers are randomly oriented as in Figure 

4(b). 

  
(a)	 (b)	

Figure	4.	(a)	unidirectional	aligned	wavy	CNT	distribution	(b)	randomly	oriented	
wavy	CNT	distribution	

2.4.3 Mori-Tanaka Homogenization with plasticity and 

ductile damage  

In Section 2.4.3, it is presented an improved method to simulate 

the behavior of carbon nanotube (CNT) nanocomposites in the elastic 

range. However, it is also important to consider the situation where 

plasticity occurs. When plasticity occurs, the strain-stress curve be-

comes nonlinear, and the plastic effective properties become related 

to the hardening function, plastic strain, and ductile damage. There-

fore, the elasto-plastic properties of composites have always been of 

great interest to researchers. Elasto-plasticity is not only important 

for simulating material properties after composite damage, but it is 

also more realistic in research experiments and production pro-

cesses. In their work, Azoti et al. [104] provided an elasto-plastic 

constitutive model with an incremental micromechanics scheme. To 

further improve the understanding of the plasticity of CNT nanocom-

posites, additional research have been conducted in modeling the 

plastic behavior of these composites with interface and ductile dam-

age in the matrix phase since damage is an inevitable element in 

simulations. 



 

 ３４ 

In Section 2.4.1, it is presented a nonlinear composites model in 

the plastic range using the Mori-Tanaka method with interfacial and 

ductile damage introduced through the use of the Lemaitre-Chaboche 

damage modeling method. As the effective properties difference be-

tween the matrix and inclusion is usually significant, it is assumed 

that the inclusion is always elastic during the simulation, while the 

matrix becomes plastic with increasing strain. Additionally, propose a 

multiscale transformation is proposed to achieve macro stress and 

strain increments. By developing these models, simulation of the be-

havior of CNT nanocomposites in the plastic range is more accurate, 

which will provide valuable insights into the material properties and 

behavior of these composites. 

 

For CNT nanocomposites, it is considered two phases, CNT in-

clusion and polymer matrix and boundary condition and kinematic 

loadings are in macro scope.  

Global strain concentration tensor 𝑨 is defined by Equation (58) 

and links local strain with macroscopic strain 𝑬 

 𝒆(𝒓) = 𝑨(𝑟): 𝑬 (58) 

Dederichs and Zeller [68] provided the kinematic integral equa-

tion as 

 𝜺(𝒓) = 𝑬U(𝒓) − ∫ 𝛤V (𝒓 − 𝒓’): 𝛿𝒄(𝒓’)𝑑𝑉𝐸 (59) 

where	𝜺(𝒓) is the local strain, Γ(𝒓 − 𝒓’) is the modified Green 

tensor and 𝑬2 is the strain field in the reference infinite medium. 

Also 𝒄(𝒓’) indicates the local effective stiffness, and the integration 

is over the Representative Volume Element (RVE) with volume V. 

Then, can get 

 𝜺𝑰(𝒓) = 𝒂𝑰(𝒓): 𝑬𝑹 (60) 

where 𝒂𝑰(𝒓) is the local strain concentration tensor which re-

lates the local stress with strain field in the reference medium. Based 

on the theory proposed by Vieville[98], the global strain concentra-

tion tensor is 

 𝑨!(𝒓) = 𝒂!(𝒓): (𝒂V𝑰)A$ (61) 
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where 𝒂L𝐼 is the volume mean local concentration tensor which in 

two-phase composites with interfacial damage can be expressed as 

 𝒂V! = 𝑐'𝒂' + 𝑐$𝒂$ + 𝑐$𝑯$𝑳$𝒂$ (62) 

𝑨' = (𝒂V𝑰)A$ 
where 𝑯' is the interfacial damage tensor which mentioned in 

Section 2.4.1, And 𝑐! and 𝑐' are the volume fraction of inclusion and 

matrix, respectively. 

In the case of one site simulation, local strain concentration 𝒂% is 

given as 

 𝒂! = [𝑰 + 𝑺: (𝑳𝟎)A$: (𝑳$ − 𝑳')]A$ (63) 

In this equation, I is the identity tensor, 𝑺 is the Eshelby tensor 

and 𝑳𝟏 and 𝑳𝟎 are the microscopic stiffness tensor for inclusion and 

resin, respectively. 

Hence, substituting Equation (63) into Equation. (61) and can get 

the global concentration tensor 𝑨% as 

 𝑨! = [𝑰 + 𝑺: (𝑳')A$: (𝑳𝟏 − 𝑳𝟎)]A$: [𝑐'𝒂' + 𝑐$𝒂$ + 𝑐$𝑯$𝑳𝟏𝒂𝑰]A$ (64) 

In this process, introduce 𝐽. flow rule to determine whether ma-

trix is elastic or plastic, while CNT inclusion is assumed always be-

ing elastic because of great effective properties. And in elastic or 

plastic situation, hardening scalar 𝑟, accumulated plastic strain 𝑝, 

ductile damage 𝐷, micro stress σ and micro plastic strain 𝜺𝒑	are up-

dated respectively. 

The flow rule function is provided as follows. 

 𝑓 = 𝜎X682,- − 3𝐺∆𝑝 − 𝑅(𝑟) − 𝜎Y' (65) 

Where 𝑅(𝑟) = 𝑘𝑟- nonlinear isotropic hardening function is de-

scribed by the scalar variable	𝑟. And 𝑘 and 𝑚 in the hardening func-

tion are material properties and σZ' in the equation is the yield stress 

and 𝜎X[\]^_is the equivalent trial stress. 

The equivalent trial stress is defined as 

 𝜎»X682,- = 𝐿X-: z(𝜀3 + 𝛥𝜀) − 𝜀3
4{ (66) 

The subscript 𝑒 means equivalence of stress which follow the 

equation. 
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 𝜎X = 𝐽;(𝜎») = «D
;
(�̂�): (�̂�)¬

*
' (67) 

In the equation, s is deviatoric stress which can be calculated by 

 �̂� = 𝜎» − $
D
(𝑡𝑟𝜎»)1 (68) 

To deal with multivariate Newton’s Iteration, first is to note sev-

eral relationships.  

The flow rule can also be expressed as 

 𝑓a ≡ 𝜎»X − 𝜎»X682,- + 3𝐺∆𝑝 (69) 

All the stress and strain variable with (	∙	�) means accounting in 

the revolution of ductile damage which specifically represents. 

 (	∙	¿) = (	∙	)
$Ad

 (70) 

The basic of flow rule is to simulate material is in the state of 

elastic or plastic. Follow the Equation (65) can judge the state by 

 À
𝑒𝑙𝑎𝑠𝑡𝑖𝑐, 𝑓 ≤ 0
𝑝𝑙𝑎𝑠𝑡𝑖𝑐, 𝑓 > 0 (71) 

If 𝑓 ≤ 0, it means that the prediction is correct, so 

 𝝈¿3*$ = 𝝈¿3*$682,- (72) 

]𝑟3*$, 𝑝3*$, 𝐷3*$, 𝜀3*$
4 _ = ]𝑟3, 𝑝3, 𝐷3, 𝜀3

4_ 

On the other hand, if 𝑓 > 0, which represents the equivalent trial 

stress 𝜎�𝑒𝑡𝑟𝑖𝑎𝑙  is larger than the sum of yield stress and hardening 

stress, and the assumption is incorrect that means plasticity occurs 

and it is necessary to find a 𝝈�J<' which can make 𝑓 = 0 . This pro-

cess is called plastic corrector. 

Since the relationship of 

 𝝈¿3*$ = 𝝈¿3*$682,- − 𝑳X-: ∆𝜺4 (73) 

And because of the ∆𝜺𝒑 is deviatoric, the Equation (73) becomes. 

 𝝈¿3*$ = 𝝈¿3*$682,- − 2G∆𝜺4 (74) 

Now the problem becomes to solve the unknown ∆𝜺4. And intro-

duce the vector 𝑁, which is normal to flow rule	𝑓. 

 𝑁 ≡ /k
/𝝈
= �D

;
� m
+'(𝝈)

 (75) 

Then simply find ∆𝑝 instead of ∆𝜺X since 
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 ∆𝜺4 = 𝑁∆𝒑 (76) 

In previous section, the updated micro stress 𝝈�J<' have been 

derived. Then it is able to calculate effective stiffness of ductile ma-

trix 𝑳�Q8Y  at 𝑛 + 1  iteration 

 𝛿𝝈¿3*$ = 𝑳Æ,-.𝛿𝜺»3*$ (77) 

Where 

  (78) 

𝑳Æ,-. = 𝑳ÆX4 − (2𝐺);
∆𝒑

«1 + �32� 𝑔¬

𝜕;𝑓
𝜕𝝈¿𝜕𝝈¿	

𝑳Æ𝒆𝒑 = 𝑳𝒆𝒍 − (2𝐺);
𝑵È ⊗𝑵È
ℎ 	

ℎ = 3𝐺 +
𝜕𝑅
𝜕𝑟  

𝑔 =
2𝐺∆𝒑
𝝈¿ > 0 

𝜕;𝑓
𝜕𝝈¿𝜕𝝈¿ =

1
𝜎»X
¥
3
2 𝑰

𝒅𝒆𝒗 −𝑁È ⊗𝑵È¦ 

And then can get the local stiffness tensor as 

 𝑳𝒂𝒍𝒈 = (1 − 𝐷)𝑳Æ𝒂𝒍𝒈 (79) 

It is noted that, mid-point rule at 𝑛 + 𝛼 is introduced to improve 

the accuracy. We use effective stiffness at 𝑛 + 1 and new calculated 

deriving 𝑳�J<Z
Q8Y

 as figure shown. 

 

Figure	5.	Scheme	of	Mid-Point	Rule	

 𝑳3*L
,-. = (1 − 𝛼)𝑳3

,-. + 𝛼𝑳3*$
,-.  (80) 

2
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The equation is shown for both inclusion and matrix when calcu-

lating algorithmic tangent operator. 

 

It is more complicated to consider the situation of damage   

comparing with no ductile damage case at the same time. It is need 

to satisfy three equations instead of one and to update three un-

known variables in the meantime. 

 Ë
𝑓a ≡ 𝜎»X − 𝜎»X682,- + 3𝐺∆𝑝 = 0
𝑓k ≡ 𝐽;(𝝈¿) − 𝑅(𝑟) − 𝜎Y' = 0

𝑓d ≡ ∆𝐷 − 𝑦(𝝈¿) ∆8
$Ad

 (81) 

In the equation, 𝑦(𝝈�) is shorten notation which is related to 

strain energy release 𝑌. 

 𝑦 = � u
v#
�
m
 (82) 

𝑌 =
1
2𝐸 ¥

𝜎»X
1 − 𝐷¦

;

𝑅w 

𝑅w =
2
3
(1 + 𝑣) + 3(1 − 2𝑣) ¥

𝜎»x
𝜎»X
¦
;

 

𝜎»x =
𝜎»))
3  

Where s is a material property and here is set to be 0.5. 

Set the unknown variables are �
∆𝝈�
∆𝑟
∆𝐷
� . Following Newton’s itera-

tion 

 𝑥2*$ = 𝑥2 −
k(:+)
,-
,.

 (83) 

So, for multivariate Newton’s iteration, derive a Jacobian matrix. 

 !
∆𝝈$
∆𝑟
∆𝐷
'
()*+)

= !
∆𝝈$
∆𝑟
∆𝐷
'
())

−

⎣
⎢
⎢
⎢
⎢
⎡𝑰 + 2𝐺

-.!"

-𝝈0
∆𝒑()) 12.!"

+34#

12.!"

+34#
∆𝒑())

(𝑁56)7 −5-8
-6
6
())
− 92

+34#

92∆𝒑(%)

+34#

−∆𝒑()) 5-<-=06
())'

− <(%)

+34#
1 − <(%)∆𝒑(%)

+34# ⎦
⎥
⎥
⎥
⎥
⎤

;
𝑓𝝈0
𝑓6
𝑓4
=

())

 

 (84) 

∆𝑝()*$) =
∆𝑟()*$)

1 − 𝐷3
 

In the equation, the partial derivative is calculated by. 
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/y&/

/𝝈a
= $

+'zà0
&/{
�D
;
𝑰 − 𝑵È ⊗𝑵È� (85) 

𝜕𝑅
𝜕𝑟

= ℎ𝑚(𝑟)𝑚−1	

𝜕𝑦
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+
(1 − 2𝜈)�̀�((𝛿!"
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The main scheme is depicted as Figure 6 shown. From known n 
iteration stress 𝝈¿3, first assuming trial stress 𝝈�Jno6Q8, and then through 

Newton iteration, internal iteration is adopted to find a new stress 

which is close to real value. 

	
Figure	6.	Return	Mapping	Algorithm	

 

It is noted that the fully implicit Newton Raphson’s iteration is 

operated in the 𝑡J to 𝑡J<' time domain, so when updating global 

concentration tensor 𝑨𝐼, in the outer iteration, Newton Raphson’s it-

eration will still in the time domain [𝑡J, 𝑡J<'] 
Hence, from Equation (83), it is capable to solve Newton’s itera-

tion and get. 

 𝝈¿𝒏*𝟏 = 𝝈¿𝒏 + 𝜟𝝈¿(𝒌*𝟏) (86) 

𝑟𝑛+1 = 𝑟𝑛 + 𝛥𝑟(𝑘+1) 

𝐷𝑛+1 = 𝐷𝑛 + 𝛥𝐷(𝑘+1) 

𝛥	𝑝()*$) =
𝛥𝑟()*$)

1 − 𝐷3
	

	
The overall Newton iteration is shown as 
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Figure	7.	In	&	Output	of	Newton	Raphson’s	Iteration	

 

After Newton Raphson’s iteration, the updated 𝝈�, 𝑟, 𝐷 and ∆𝑝 
Satisfy the three equations in Equation (81) 

Figure 8 shows the convergent condition of fully implicit Newton 

Raphson’s iteration. The iteration convergent quickly in first several 

iterations which indicates the Newton iteration is working well. 

 
Figure	8.	Convergent	of	multivariable	Newton	Iteration	

To evaluate plasticity, first use scale transition techniques, from 

macro to micro, and achieve constitutive properties of matrix and 

inclusion respectively. a macro stress increment and initial identity 

strain concentration tensor	𝑨% are initialized.  

Then it is able to get micro strain increment with Equation (87), 

for inclusion and matrix respectively. 

 ∆𝜺! = 𝑨9-~! : ∆𝑬 (87) 

∆𝜺' =
∆𝑬 − 𝑐$∆𝜺!

1 − 𝑐$
 

In the equation, superscript I and 0 means inclusion and matrix 

phase respectively. ∆E is macro strain increment which can be set in 

advance. And 𝑐' is volume fraction of inclusion. 
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And then can calculate stress increment in microscale 

 𝝈 = (1 − 𝐷)𝑳X-: (𝜺 − 𝜺4) (88) 

Where D is variable which describes ductile damage. D=0 

represents no damage in matrix. In the equation, ε is microscale 

strain, 𝜀X	is micro plastic strain and 𝑳M8 is elastic stiffness of 

material. 

It is noted that 𝐷 = p>
p#

, where 𝐴qand 𝐴! are the area of damage 

and the total area respectively.  

Also, relationship between 𝑟, 𝑝	and 𝐷 is shown as. 

 �̇� = (1 − 𝐷)�̇� (89) 

Where 𝑟 is hardening function scalar and 𝑝 is accumulated 

plastic strain.  

Then following section 2.4.2, the updated stress and get 

algorithm tangent operator for inclusion and matrix respectively are 

calculated. 

After get effective stiffness 𝑳�J<Z
Q8Y

  for fiber and matrix, in the 

microscale, it is able to get strain concentration tensor with 

interfacial damage as Equation (54) shows. And based on Equation 

(63) the macroscale concentration tensor 𝑨% can be derived from 

 𝑨! = 𝒂!: 𝑨' (90) 

Here, subscript I and 0 indicate inclusion and matrix phase 

respectively, and lowercase a means local microscale strain 

concentration tensor and capital 𝑨 is global strain concentration 

tensor. Where 𝑨! is, and 𝑳𝟏 is effective stiffness calculated from 

Equation (91). 

 𝑨' = (𝑐'𝑰 + 𝑐$𝒂! + 𝑐$𝑯$: 𝑳$: 𝒂!)A$ (91) 

After getting new 𝑨%, it is need to check the residual which is. 

 𝑹 = 𝑨!: ∆𝑬 − ∆𝜺! (92) 

If the residual is, continue to the Mori-Tanaka homogenization 

and finally derive macro strain from 

 ∆𝜮 = 𝑳��: ∆𝑬 (93) 
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Otherwise, 𝑨% is need to be update and repeat the simulation 

from Equation (87). 

 
Figure	9.	Scheme	of	micromechanics	Mori-Tanaka	model	

The whole scheme is shown as Figure 9. 

 

 

2.5. Comparison of LS homogenization and Mori-

Tanaka Homogenization 

 

Mori-Tanaka homogenization and Lippmann-Schwinger homoge-

nization are two commonly used methods for multiscale analysis of 

composite materials. Although both methods aim to provide effective 

solutions for predicting the macroscopic properties of composites 
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from their underlying microstructures, they employ different theoret-

ical frameworks and mathematical techniques. 

 

Mori-Tanaka homogenization is a self-consistent method that 

employs a perturbation technique to derive an effective medium ap-

proximation (EMA) for the composite material. The method assumes 

that the local field inside the composite material can be approximated 

by a series of homogeneous EMA fields that capture the interaction 

between the constituent phases. This approach allows for the com-

putation of effective properties such as the elastic modulus and Pois-

son's ratio, which can be used to predict the macroscopic behavior of 

the composite. Mori-Tanaka homogenization is computationally effi-

cient and has been shown to yield accurate results for a wide range 

of composite materials[98]. 

 

On the other hand, Lippmann-Schwinger homogenization is a 

rigorous method based on the theory of scattering in physics. The 

method represents the composite material as a collection of ran-

domly oriented and distributed inclusions and considers the interac-

tion between the inclusions and the surrounding matrix material. The 

resulting interaction problem is solved using the Lippmann-

Schwinger equation, which relates the macroscopic properties of the 

composite to the scattering properties of the constituent phases. 

Lippmann-Schwinger homogenization is computationally intensive 

and requires the solution of a large system of equations, but it has 

been shown to provide accurate results for complex composite ma-

terials with highly irregular microstructures. Moreover, cluster-

based Lippmann-Schwinger homogenization provides an improved 

simulation model to obtain the efficiency and accuracy. As shown in 

Figure 10, Lippmann Schwinger homogenization based on actual coor-

dinates or voxel, and will calculate voxel by voxel. The Mori-Tanaka 

homogenization[72] can simulation the composites RVE with each 

material phases. 
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(a)	 (b)	 (c)	
Figure	10.	2D	Fiber	reinforced	composites	RVE	with	(a).	Lippmann	Schwinger	ho-

mogenization,	(b).	cluster-based	Lippmann	Schwinger	homogenization,	(c).	Mori-
Tanaka	homogenization	

In summary, both Mori-Tanaka homogenization and Lippmann-

Schwinger homogenization are valuable tools for multiscale analysis 

of composite materials, but they employ different theoretical frame-

works and mathematical techniques. Mori-Tanaka homogenization is 

a perturbation-based method that is computationally efficient and 

widely used, while Lippmann-Schwinger homogenization is a rigor-

ous method based on the theory of scattering that provides accurate 

results for complex microstructures at the cost of greater computa-

tional expense. Moreover, cluster-based Lippmann-Schwinger ho-

mogenization provides satisfied efficiency and accuracy with known 

cluster distribution. 

 

In a two-phase fiber-reinforced composites model, both the 

cluster-based Lippmann-Schwinger homogenization and Mori-

Tanaka homogenization methods share the same kinematic integral, 

as depicted in Figure 11. However, the key difference lies in the iter-

ation process. 

 

In the cluster-based Lippmann-Schwinger homogenization 

method, the strain increment is iteratively computed within each of 

the N clusters, ranging from 1 to N. The macroscale strain is then 

determined by volume averaging the strain contributions from each 

cluster. This iterative process allows for a more accurate estimation 

of the macroscale behavior by considering the local effects within 

individual clusters. 
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On the other hand, in the Mori-Tanaka homogenization method, 

both local and global strain concentrations are utilized to calculate 

the micro- and macro-scale models. The homogenization is per-

formed by considering the strain contributions from each phase. This 

approach incorporates the influence of the individual phases on the 

overall behavior of the composite. 

 

These different iteration procedures in the two homogenization 

methods reflect their respective strategies for capturing the hetero-

geneous nature of the composites. While the cluster-based Lipp-

mann-Schwinger homogenization focuses on local cluster effects and 

volume averaging, the Mori-Tanaka homogenization accounts for 

strain concentrations at both micro- and macro-scale levels, consid-

ering the distinct contributions of the composite phases. 

 

By employing these distinct iteration approaches, both methods 

aim to provide an accurate representation of the composites' me-

chanical behavior, enabling the prediction of their overall response 

based on the characteristics of their constituent phases. 

 

 
Figure	11.	Flowchart	of	Homogenization	Methods	



 

 ４６ 

On the other hand, there are notable differences in the input and 

output of the two homogenization methods as shown in Figure 12. 

While both methods require input parameters such as the constituent 

matrix properties and volume fraction of each material, there are 

distinct considerations for each method. 

 

In cluster-based Lippmann-Schwinger homogenization, which is 

a computational method, the first step involves discretizing the RVE 

of the fiber-reinforced composites. The cluster information, which 

can be obtained through direct numerical simulation (DNS) or finite 

element simulations, serves as input data. This information charac-

terizes the local behavior of the clusters within the RVE. The ho-

mogenization process then calculates stress and strain increments, 

which are volumetrically averaged by the clusters. This approach 

provides a means to determine the local and averaged behavior of 

the composite material. 

 

On the contrary, Mori-Tanaka homogenization requires addi-

tional consideration of the aspect ratio of the inclusion phases within 

the composite. This aspect ratio plays a role in the calculation of the 

Eshelby tensor, which is utilized to capture the influence of the in-

clusion's shape on the simulation results. The Eshelby tensor has a 

direct impact on the determination of the composite's constitutive 

matrix, influencing the overall behavior of the material. 

 

Consequently, the output of the cluster-based Lippmann-

Schwinger homogenization method consists of stress and strain in-

crements, volumetrically averaged by the clusters. This output pro-

vides insights into the local and cluster-level mechanical response of 

the composite. On the other hand, Mori-Tanaka homogenization 

yields a global constitutive matrix that characterizes the macroscopic 

behavior of the composite material. This matrix encapsulates the 

composite's overall response, considering the influence of the inclu-

sion phases and their respective aspect ratios. 
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Figure	12.	Input	&	Output	Comparison	of	Homogenization	Methods	

 

 
Figure	13.	Comparison	of	stress	and	strain	curve	of	fiber	reinforced	composites	

 

Figure 16 presents a comparison between Lippmann-Schwinger 

homogenization and Mori-Tanaka homogenization for a simple exam-

ple of straight fiber-reinforced composites. The material properties 

used in this comparison are provided in Table 2. The results demon-

strate that the differences between the two homogenization methods 

are minimal, indicating the validity and accuracy of both models. 

 

While the presented homogenization methods exhibit favorable 

performance for this specific example, it is important to acknowledge 

their limitations. Classical analytical homogenization approaches may 

face challenges when dealing with complex geometric structures, as 
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they rely on simplifying assumptions that may not accurately capture 

the intricacies of the material behavior. On the other hand, computa-

tional homogenization methods can be computationally demanding 

and time-consuming due to the need for extensive numerical calcu-

lations. 

 

To address these limitations, the thesis incorporates improved 

versions of both analytical and computational homogenization tech-

niques. These enhanced approaches aim to overcome the drawbacks 

of classical methods and leverage the advantages offered by compu-

tational homogenization, while reducing the computational burden. By 

adopting these improved methods, the thesis explores the benefits of 

analytical and computational homogenization for a wide range of 

composite materials with complex geometric structures. 

 

Through the utilization of these advanced homogenization tech-

niques, the thesis aims to provide a comprehensive understanding of 

the mechanical behavior of composite materials, considering their in-

tricate geometries. By combining the advantages of analytical and 

computational approaches, the thesis contributes to the development 

of more accurate and efficient methods for analyzing and predicting 

the behavior of complex composite materials. 
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Chapter 3. Multiscale Homogeniza-

tion for SCA composites 
 

 

3.1. Multistep Analytical Homogenization 
 

As part of the investigation into the mechanical behavior of Sheet 

Molding Compound (SMC) composites, the impact of multi-step ho-

mogenization on the development of a hierarchical micromechanics 

model is presented. The research focused on the compression mold-

ing process, whereby fiber chips are dispersed heterogeneously in 

the SMC composites with overlapping. It is important to note that the 

extent of overlapping between fiber chips can have a significant ef-

fect on the mechanical properties of the composites. 

 

To address this issue, a multi-step homogenization method is 

proposed which can accurately replicate the mesostructured mor-

phology of these composites with computational efficiency. It is be-

lieved that this method holds promise for a range of real-world ap-

plications in the field of composite materials. 

 

The approach involves three distinct homogenization steps. The 

first of these steps involves modeling individual fiber chips as wavy 

fibers, which are known to closely resemble the actual shape of the 

chips. Next, a unit SMC layer that comprises the randomly oriented 

fiber chips and resin is modeled. Finally, a third homogenization step 

based on the Rule of Mixtures (ROM) is performed, which enables to 

estimate the effective properties of the final SMC composite. This 

step is crucial because it allows to determine the overall strength 

and durability of the composite. 

 

Overall, the multi-step homogenization method proposed holds 

significant promise for the development of hierarchical microme-

chanics models in the field of composite materials. By modeling the 
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mesostructured morphology of SMC composites with computational 

efficiency, it is aimed to improve the accuracy of mechanical prop-

erty predictions, paving the way for more robust and reliable compo-

site materials in the future. 

 

3.1.1 1st Homogenization 

The thesis describes the initial homogenization models of a chip 

with wavy fibers through the one-site MT method. To express the 

wavy fibers, the projection length of the fiber on the x-axis is desig-

nated, allowing for the generation of z-coordinate values along the 

x-axis. This results in the wavy fiber adopting an arbitrary shape on 

the x-z plane. 

 

In Figure 14, it is observed that the representation of three wavy 

fibers with six equidistant x-coordinate values and arbitrary z-coor-

dinate values. The waviness in the fibers is controlled by the stand-

ard deviation of a preset normal distribution. By randomly sampling 

from this distribution, the fibers' z-coordinate values are determined. 

An increase in standard deviation results in a more random waviness 

pattern. For the straight fiber, the standard deviation is set to zero. 

 

To summarize, the essay presents a systematic approach for 

modeling wavy fibers in chips using the OS MT method. The inclu-

sion of figures further enhances the reader's understanding of the 

concept. 
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Figure	14.	Representation	of	random	fiber	waviness	

 

The schematic illustration presented in Figure 14 depicts a fiber 

arrangement where the fiber is positioned on the x-z plane, with 𝐿 
and 𝑊 denoting the fiber's length and width, respectively. The fiber 

exhibits a wavy pattern described by a polynomial mathematical 

function, represented by 𝑧(𝑥) = 𝑎𝑥U + 𝑏𝑥. + 𝑐𝑥 + 𝑑. To obtain the co-

efficients of the function, a curve-fitting approach is employed. To 

determine the gradient along the x-axis, an analytical differentiation 

technique is employed, allowing for the precise determination of the 

gradient along the wavy fiber. 

 

From the global to local coordinates system, the stress and 

strain tensors are converted through a rotational transformation ten-

sor [𝑇𝑖𝑗], as follows. 
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Where [𝑇𝑖𝑗] is defined by fiber angle 𝛼 as shown in Figure 14 and ex-

pressed as. 

 𝑇2E =

⎣
⎢
⎢
⎢
⎢
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⎥
⎥
⎥
⎥
⎤

 (95) 

Where 𝑚 = cos𝛼 , 𝑛 = sin 𝛼 

As shown in Figure 14, the angle 𝛼 is determined by the deriva-

tive of 𝑧(𝑥). Using the line integral with [𝑇𝑖𝑗], the stiffness matrix in 

the global coordinates system can be transformed to the local coor-

dinates system as follows. 

 𝑳%�24
�,wY = $

K ∫ 𝑇2EA$𝑳%�24
m68,2.�6𝑇2E𝑑𝑥

K
'  (96) 

which can also be denoted as	 𝑳(r6X
snoQ6Yrn

. Finally, the stiffness of a 

single wavy fiber chip is obtained through the rotational 



 

 ５２ 

transformation expressed in Equation (96). Figure 15 illustrates the 

modeling procedures of the fiber chip. 

 

 
Figure	15.	The	micromechanics	modeling	of	wavy	fiber	chip	

 

3.1.2 2nd Homogenization 

Subsequently, the second phase of Mori-Tanaka modeling and 

homogenization is conducted by embedding fiber chips with the de-

sired orientation into the Sheet Molding Compound (SMC) layer. In 

traditional Mori-Tanaka homogenization, the fiber chips are oriented 

in the x-axis direction of the global coordinate system. However, in 

the case of SMC composites fabricated through compression molding, 

the fiber chips may possess non-uniform orientation. Consequently, 

each SMC layer consists of fiber chips with non-uniform orientation. 

The influence of this non-uniform orientation on the composite's ef-

fective properties is assessed using an orientation averaging tensor, 

which was originally proposed by Odegard et al.[17]  

 
Figure	16.	Defining	the	angles	of	fiber	chips’	orientation	
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The stiffness tensor with the direction of the SMC layer is math-

ematically expressed in Equation (97). 

 𝑳-,YX8 = (𝑐'𝑳' + ∑ 𝑐!〈𝑳!: 𝒂!〉y
!�$ ): (𝑐'〈𝒂'〉 + ∑ 𝑐!〈𝒂!〉y

!�$ )A$ (97) 

In this equation, the inclusion stiffness (𝑳!) is replaced into 𝑳%�24
�,wY 

in Section 3.1.1. The fiber chips are considered inclusions in the 

second homogenization for the SMC layer modeling. The notation 

〈 〉 represents the orientation-averaging tensor computed by 

Equation (98), as follows 

 〈𝑋〉2E)- =
∫ ∫ �+123

0 (�,�)<(�) �]��~�~�4
54

4
'
#

∫ ∫ <(�) �]��~�~�4
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4
'
#

 (98) 

where 𝜆(𝜃) is the function of 𝜃. 𝑋2E)-(  is the transformed tensor 

from the local to global coordinate systems. 𝑋2E)-(  is defined in Equa-

tion (99) 

 𝑋2E)-( = 𝑡24𝑡EG𝑡)8𝑡-m𝑋4G8m (99) 

Where 𝒕 = 
𝑐𝑜𝑠𝜃 − sin 𝜃 0

sin 𝜃 cos𝜙 cos 𝜃 cos𝜙 −sin𝜙
sin 𝜃 sin𝜙 cos 𝜃 sin𝜙 cos𝜙

®, and the angle 𝜃 and 

𝜙 are defined as shown in Figure 16. 

To express the random orientation of the fiber chips, 𝜆(𝜃) is as-

sumed to follow Equation (100) 

 𝜆(𝜃) = 𝑒A)�' (100) 

As 𝑘 decreases to zero, the fiber chips are randomly oriented. On 

the other hand, when the 𝑘	diverges to an infinite value, fiber chips 

become aligned in the x-axis direction. Thus, the fiber chips’ orien-

tation changes with 𝜆(𝜃). The manufacturing process naturally makes 

randomly distributed fiber chips. 
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Figure	17.	Overlapping	parts	of	chips	and	mapping	to	the	upper	layer	

	
The orientation of fiber chips and the overlapping phenomenon 

arise due to the high-volume fraction during the compression mold-

ing process. In Figure 17, the SMC layer is set to a depth of one unit, 

leading to the presence of overlapping parts from the lower layer in 

the current layer.  

 
 

(a)	 (b)	
Figure	18.	(a)	The	contents	of	SMC	composites	(b)	the	normal	distribution	in	

terms	of	aspect	ratio	(AR)	for	overlapping	parts	

 

In this study, the overlapping parts are considered as individual 

ellipsoidal inclusions, and their shape is determined based on their 

diameter and aspect ratio. As shown in Figure 18(a), numerous over-

lapping parts exist due to the high-volume fraction of the SMC com-

posites. To model the overlapping parts with arbitrary sizes, a mi-

cromechanics model is utilized. Since the shape of overlapping parts 
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is unpredictable, their aspect ratio is assumed to follow a normal dis-

tribution, as shown in Figure 18(b). The SMC layer modeling incorpo-

rates the multi-site (MS) Mori-Tanaka model since the overlapping 

parts are regarded as ellipsoidal inclusions with varying sizes. 

 
Figure	19.	Effect	of	the	number	of	overlapping	phases	on	the	effective	elastic	

modulus	 	

 

To conduct the MS Mori-Tanaka (MT) modeling, a suitable vol-

ume fraction of overlapping phases needs to be determined. In this 

study, 20 trials were conducted with a 10% overlapping volume frac-

tion of the MS-MT model to compute the elastic modulus. The pa-

rameters used in Section 3.1.2 were employed for all 20 trial simula-

tions. The obtained results were then compared with those of 

Görthofer et al.[105]. As depicted in Figure 19, insufficient overlap-

ping phases lead to a slightly higher calculated modulus value than 

that reported in the literature. Additionally, the variance of modulus 

tends to converge gradually as the number of overlapping phases in-

creases. However, a large number of phases results in excessive 

computational time. Therefore, considering both computational effi-

ciency and validity, the number of overlapping phases is set to five. 

 

3.1.3 3rd Homogenization 
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Figure	20.	Flowchart	of	multi-step	homogenization	 	

 

Finally, the effective properties of the SMC composites are ob-

tained through the Rule of the mixtures (ROM) with virtual layer-by-

layer laminations. The homogenized unit SMC layers are laminated 

into an SMC solid composite. Depending on the preset variables, 

SMC layers have different homogenized properties calculated in the 

second homogenization. The effective stiffness of SMC composites is 

expressed with the homogenized unit layers’ stiffnesses, as follows.  

 𝑳v�� = ∑ 𝑳+3678/
y3678/

y3678/
2�$  (101) 

Where 𝑁-,YX8 is the total number of layers. In Equation (101), be-

cause the layers constituting the SMC composite are assumed to 
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have the same thickness, the volume fraction of each layer is 

1/𝑁𝑙𝑎𝑦𝑒𝑟. 

As a result, the average value of layers’ effective stiffness is the 

effective stiffness of the SMC composites. 

The multi-step homogenization approach for SMC composites is 

presented in Figure 20. This approach employs the OS and MS models 

of the Mori-Tanaka (MT) method for the fiber chip and SMC layer, 

respectively. Subsequently, the Rule of Mixtures (ROM) is utilized to 

determine the effective stiffness of SMC composites. The algorithm 

initiates from the strain increment of SMC composites, which is par-

titioned into the matrix and fiber chip phases. Additionally, the strain 

of the fiber chips is further divided into the matrix and fiber phases. 

The first homogenization is carried out based on the material prop-

erties of the matrix and fiber, and the effective stiffness and stress 

of the fiber chip with wavy fibers are transferred to the second ho-

mogenization. The orientation averaging tensor is utilized to deter-

mine the effective stiffness of the SMC layer due to the non-uni-

formly distributed fiber chips. In the second homogenization step, el-

lipsoidal inclusions are assumed to represent overlapping parts. The 

final step involves using ROM to obtain the effective stiffness of SMC 

composites. The simulations at each stage are executed concur-

rently, with the ductile damage plasticity of the matrix being applied 

to the matrix phase. The input to this algorithm is the strain incre-

ment of SMC composites, while the output is the stress increment of 

SMC composites, which is calculated through the multi-step homog-

enization. 

 

3.2. Multiscale cluster based SCA homogenization 

 

A fiber-reinforced FE microscale model is presented to indicate 

the domain decomposition process. 
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(a)	 (b)	
Figure	21.	(a)	FE	model	for	fiber-reinforced	composites	(b)	Fiber-reinforced	com-

posites	model	after	PBC	

 

As shown in Figure 21, micromechanical FE model of fiber-rein-

forced composites before and under periodic boundary condition is 

presented.  

  
(a)	4	clusters	 (b)	64	clusters	

	 	
(c)	128	clusters	 (d)	256	clusters	
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Figure	22.	Cluster	distribution	of	fiber-reinforced	composites	model	with	(a)	4	
clusters	(b)	64	clusters	(c)	128	clusters	(d)	256	clusters	

 

Figure 22 presents a comparison between the cluster distribution 

obtained from FE calculation under periodic boundary condition and 

the proposed self-consistent clustering analysis with various number 

of clusters for matrix phase. This is expected, as the proposed ap-

proach aims to predict the global (homogenized) mechanical response 

as accurately as possible with the minimum amount of information 

necessary. To improve the resolution at these regions, the total 

number of clusters could be increased or, alternatively, a nonlinear 

mapping of the k-means clustering could be applied so that more 

clusters are assigned to regions requiring higher resolution. How-

ever, finding these regions remains an issue, as different loading 

conditions lead to different localization areas. 

 
 

(a)	 (b)	
Figure	23.	The	effect	of	number	of	clusters	

	
Until now, the computational cost reduction achieved by the 

method has not been quantified. Despite the obvious reduction 

achieved in the number of degrees of freedom, the system of equa-

tions being solved uses an iterative approach, and each equation in-

volves the summation over every cluster. Thus, there is a clear 

trade-off between the compression of information achieved by the 

clustering procedure and the actual solution of the Lippmann-

Schwinger equations. Figure 23(a) illustrates a comparison of compu-

tation time between the proposed approach for different numbers of 

clusters and the DNS. The results are promising, particularly 
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considering that the DNS finite element analyses were performed us-

ing a commercial code that was significantly optimized, while the 

proposed method was implemented in MATLAB. The microscale and 

macroscale FE model is composed by 3440 and 32140 elements, re-

spectively, and the computational time is almost proportional to the 

number of clusters in the system, indicating that the most time-con-

suming part is to update the internal variables locally at each cluster.  

 

Towards the end of the curve in Figure 23(a), the analysis reveals 

that the largest number of clusters is 3440. This indicates that the 

multiscale model is still primarily based on individual elements. In the 

macroscale model, each element requires the reloading of the 3440-

cluster microscale model, resulting in the updating of 3440*3440 in-

teraction tensors. Consequently, this leads to a significant increase in 

computational calculations and a subsequent exponential growth in 

computation time. 

 

The observed exponential growth in computation time highlights 

the computational challenges associated with the current approach. 

As the number of clusters increases, the computational demands be-

come increasingly burdensome. Therefore, it is essential to explore 

strategies that can effectively mitigate the exponential increase in 

computation time and improve the efficiency of the multiscale model. 

 

In Figure 23(b) the error is compared with the results of element 

based multiscale model, the number of cluster from 100 to 200 is ap-

propriate for an efficient and accurate SMC composites modeling. 
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Figure	24.	Multiscale	model	for	fiber-reinforced	composites	

 

Figure 24 illustrates that the homogenized stress increment of the 

entire microscale model is intended to serve as the calculation result 

for the macroscale finite element model. Furthermore, the far-field 

strain loading of the macroscale model element is used for iterative 

calculation of the microscale model.  

The thickness of microscale model is set to be small compare 

with the other dimensions because to simulate the random waviness 

of fibers in macroscale model. 

Figure	25.	Process	for	multiscale	fiber-reinforced	composites	simulation	

 

As shown in Figure 25, the data from the microscale finite ele-

ment model is stored in a .txt file using UMAT in ABAQUS. Prior to 

this, the microscale model is computed under periodic boundary con-

ditions. The data obtained during this computation includes the coor-

dinates of each Gauss point, as well as the strain concentration ten-

sor derived from the stress and strain increments. The coordinate 

1. Build microscale model in ABAQUS. 

2. Run microscale model under periodic boundary condition and 
save data (Coordinates, strain concentration tensor) in ABAQUS. 

3. Use k-means clustering method in MATLAB and save cluster 

information (cluster number for each element, volume fraction and strain 

concentration tensor for each cluster). 

4. Build and run macroscale model in ABAQUS.  



 

 ６２ 

information for each element is utilized to update the interaction ten-

sor and the reference material matrix. 

 

The data obtained from the microscale finite element model is 

saved in a .txt file using the UMAT in ABAQUS. This involves per-

forming calculations under periodic boundary conditions and storing 

data such as coordinates for each Gauss point and the strain concen-

tration tensor computed from stress and strain increments. The co-

ordinate information for each element is then used to update the in-

teraction tensor and reference material matrix.  

 

Subsequently, the data is imported into MATLAB for k-means 

clustering simulation. This involves generating cluster numbers for 

each element, as well as volume fraction and strain concentration 

tensor for each cluster. These results are saved in a .txt file.  

 

Next, a macroscale model is constructed and executed along 

with the data from steps 2 and 3, as illustrated in Figure 25. During 

the macroscale model execution, the microscale model runs concur-

rently in each element in the form of cluster simulation to obtain re-

sults. 

 
Figure	26.	Data	transform	of	multiscale	SCA	model	for	SMC	
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Figure 26 illustrates the data transformation process between the 

micro and macro scale models, as well as the data transfer between 

ABAQUS and MATLAB. At the microscale, the K-means method is 

employed to convert the element-based model into a cluster-based 

model. This transformation allows for efficient calculation by pre-

serving the cluster information. At the macroscale, the orientation 

angles and the wavy fiber function are randomly generated and 

stored for finite element (FE) simulations. These generated parame-

ters enable the simulation of realistic composites with randomly ori-

ented fibers and wavy characteristics. 
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Chapter 4. Results 
 

 

This Chapter presents the results obtained using two different 

homogenization methods, namely Lippmann-Schwinger homogeniza-

tion, and Mori-Tanaka homogenization. Both methods are applicable 

to SMC composites and are used to investigate the mechanical re-

sponse of the composite material. 

 

4.1. Results of analytical homogenization  

4.1.1 Effects of interfacial damage  

 

Figure 27 shows a variation of effective Young’s modulus with 

varying damage parameters α and β. Here in Figure 27, waviness 

w=0.1 and volume fraction of CNT is 0.1. The rate of changes of the 

stiffness was lessened as the damage parameters become larger. 

Also, it is noticed that the stiffness seems to be more sensitive to the 

normal damage (β) than the shear interfacial damage (α). 

 

 
Figure	27.	Effective	properties	with	various	interface	damage	
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Figure 28 indicates the effective young’s moduli (E1 and E3) of 

3D aligned CNT nanocomposites as one of the aligned angles φ 

varies and the waviness changes. The other Euler angle θ is fixed at 

90 degrees. The waviness a=0.1 and volume fraction equals to 0.1. 

For damage case, α=0.1163 and β=0.0332. Young’s modulus (E1) 

in the longitudinal direction is sensitive to both the orientation and 

waviness, whereas young’s modulus (E3) in the transverse direction 

is insensitive to the orientation changes by the angle φ. Figure 28 

shows damage parameter indeed having a negative effect on 

effective properties and the influence will become smaller when the 

damage parameter become larger. 

 

 (a)  

 

 (b)  

Figure	28.	(a)	Longitudinal	and	(b)	transverse	effective	Young’s	modulus	with	
varying	orientation,	waviness	and	damage	parameter	α	and	β	

 

4.1.2 Effects of plasticity and ductile damage 
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Figure	29.	The	effect	of	p	on	strain	release	energy	Y	

 

Figure 40 gives the relationship of accumulated plastic strain and 

strain energy release. From the very beginning of plastic occurrence, 

large amount of energy released, and the rate of increment become 

smaller with the evolution of p. 

Material properties used in Figure 40 to Figure 35 are based on 

Table 1. 

 Matrix Inclusion 

Young’s Modulus 2GPa 1000GPa 

Poisson Ratio 0.39 0.22 

Yield stress 60.5MPa - 

Hardening Function 
  

- 

Table	1.	Material	properties	of	plasticity	simulation	

 
Figure	30.	Plasticity	and	damage	evolution	with	various	aspect	ratio	
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Figure	30.	The	influence	of	volume	fraction	on	plastic	and	damage	evolution	

 

In the Figure 29, accumulated plastic strain, ductile damage, and 

hardening scalar have few relationships with aspect ratio which 

indicates the shape of inclusion has little influence on damage 

evolution. In the meanwhile, it is able to see ductile damage is 

smaller than p and r. In the case of without considering ductile 

damage, r and p are defined to have same value. And since, D is no 

larger than 1, and from Equation (89), p is slightly smaller than r. 

 

On the other hand, presents that volume fraction affects damage 

revolution greatly. Still with the slight difference between p and r, 

damage and plastic strain will increase largely if volume fraction 

increases. 

 

From Figure 31, it is found that volume fraction of inclusion not 

only effects the elastic range, but also plastic part. The slope of 

linear elastic curve shows effective performance of composites, also, 

the rate of stress increment increases with the increasing of volume 

fraction. 
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Figure	31.	The	effect	of	volume	fraction	 	

(Interfacial	damage:	α=0.3,	β=0;	Aspect	Ratio:	0.01)	

 
Figure	32.	The	effect	of	aspect	ratio	 	

(Interfacial	damage:	α=0.3,	β=0;	Aspect	Ratio:	0.1)	

Aspect ratio, as another factor which influences the stress-strain 

curve greatly. In the Figure 32, when aspect ratio increases, which 

means the shape of inclusion changes from a disk like plate to a 

sphere, effective properties reduce. It is also found that, from sphere 

shape inclusion to cylinder shape fiber, in another word, AR=∞, the 

effective properties will still decrease. 



 

 ６９ 

 
Figure	33.	The	effect	of	tangential	damage	 	

(Volume	Fraction:	0.1;	Aspect	Ratio:	0.1)	

 
Figure	34.	The	effect	of	normal	damage	 	

(Volume	Fraction:	0.1;	Aspect	Ratio:	0.01)	

In Figure 33 and Figure 34, it mainly indicates how interfacial 

damage affect stress-strain curve. α, which means tangential 

damage have softer effect comparing with radial damage β. Curves 

in various tangential damage α shows similar tendency both in 

elastic part and plastic range, while β influences elastic range 

greatly. 
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Figure	35.	CNT	nanocomposites	elasto-plastic	simulation	 	

(Waviness:	0,	α=0.3,	β=0)	

	

Figure 35 shows the plastic performance of CNT 

nanocomposites, to achieve cylinder shape CNT fiber model, set 

aspect ratio to be very large which is close to infinite. And compare 

the performance among pure CNT fiber, pure matrix and CNT 

nanocomposites with various volume fraction. The CNT fiber has 

significant mechanical properties which increase greatly. And CNT 

nanocomposites show better effective properties both in elastic and 

plastic range. Although every 10% of CNT inclusion will greatly 

improve the properties. 

 

4.2. Results of multistep homogenization for SMC 
 

4.2.1 Model Validation with literatures 

The proposed hierarchical micromechanics model is validated 

with the results from the literature. Görthofer et al.[105] developed 

a rapid microstructure generator of SMC composites through closure 

approximations for the fiber orientation tensor. They utilized E-glass 

fiber and unsaturated polyester polyurethane hybrid (UPPH) resin for 

fiber chips. The material properties are summarized in Table 2. 
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 E-Glass Fiber UPPH 

Young’s Modulus (GPa) 72 3.4 

Shear Modulus (GPa) 29.51 1.23 

Poisson Ratio 0.22 0.385 

Table	2.	Material	parameters	of	fiber	chips	(Kehrer	et	al.	2018)	

 

 Gorthofer et al.[105] 
Pre-

sented 

𝐸K(GPa) 37.73 38.75 

𝐸�(GPa) 10.33 10.61 

𝐺K(GPa) 3.58 4.87 

𝐺�(GPa) 3.64 4.87 

𝑣K 0.477 0.489 

𝑣� 0.292 0.318 

Table	3.	Results	comparison	of	fiber	chip	

 

 
Gorthofer 

et al.[105] 

Trauth et 

al. 

[30] 

Kehrer et 

al.[106] 

Presented 

𝐸?(GPa) 9.42 10.96±0.3 10.92±0.6 9.88±0.5 

𝐸<(GPa) 8.21 9.25±1.0 8.28±0.5 7.46±0.6 

𝐸@(GPa) 6.19   7.46±0.6 

𝐺<@(GPa) 1.95   3.02±0.5 

𝐺?@(GPa) 1.96    

𝐺?<(GPa) 3.11   3.43±0.4 

𝑣<@ 0.398  
 0.398±

0.1 

𝑣?@ 0.368  
 0.385±

0.1 

𝑣?< 0.342  
 0.385±

0.1 

Table	4.	Comparison	of	effective	elastic	properties	of	SMC	composites	for	the	pro-
posed	method	and	literatures	

 

The authors utilized numerical full-field homogenization to evalu-

ate the elastic properties of SMC composites. The fiber volume 
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fraction within each fiber chip was set to 50%. The resulting elastic 

properties in the longitudinal and transverse directions are summa-

rized in Table 3, which are consistent with the literature.  

To evaluate the elastic properties of SMC composites, the au-

thors compared their proposed model with Görthofer et al.[105] SMC 

model that used fiber chips. In the literature model, the fiber chips 

had a size of 50 mm × 5 mm and were distributed in a 250 mm × 250 

mm plate with seven layers. The orientation tensor was determined 

through 𝜇-CT scans and image processing, and the resulting effec-

tive orthotropic engineering properties are presented in Table 4.  

In the proposed model, the authors distributed fiber chips in a 

matrix with an orientation variable 𝑘=0.32, assuming 20 layers with a 

50% volume fraction of chips in each layer. To incorporate the ef-

fects of waviness and orientation, the authors set the number of 

overlapping types to five, including six types of inclusions, including 

SMC chips, with a 10% volume ratio in the total fiber volume. The 

resulting material properties were obtained through ten trials with 

the randomness of waviness (std=1), and the proposed method was 

compared with experiments and literature. The comparison results 

demonstrate the validity of the proposed method with high accuracy, 

although slight differences may be attributed to waviness and orien-

tation effects that cannot coincide precisely with the experiments 

and the literature. 

 
Figure	36.	Comparison	of	multistep	homogenization	for	SMC	
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In Figure 36, the experiment data[107] encompasses a compre-

hensive set of 20 tests conducted on SMC specimens subjected to 

tensile loading.  

The upper and lower bounds of experiments data are from the 

randomness of density differences because of hollows, diameters of 

fibers, orientation of SMC chips and other geometrical features dur-

ing the manufacturing process of SMC. 

 

The upper and lower bounds of experimental data are attributed 

to the inherent randomness arising from various factors in the manu-

facturing process of SMC composites. These factors include the 

presence of hollows, variations in fiber diameters, orientations of 

SMC chips, and other geometric features.  

 

During the manufacturing process, the random distribution of 

these features introduces inherent variability in the resulting compo-

site material. This variability manifests as deviations in the mechani-

cal properties, such as density differences, observed in the experi-

mental data. The upper and lower bounds represent the extreme val-

ues within this range of variability. 

 

The presented results of multistep homogenization, obtained 

through an extensive series of 50 simulations, showcase the range of 

mechanical properties exhibited by the material. Notably, the perfor-

mance of the SMC in both the elastic and plastic regions demon-

strates remarkable characteristics, thereby substantiating its valida-

tion and efficacy. 

4.2.2 Effect of overlapping 
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Figure	37.	Effect	of	overlapping	parts	

In Figure 37, the experimental data comprising 20 tensile tests 

are sourced from Jekabsons et al. [107]. The highlighted range de-

noted by red signifies the range of overlapping inclusions employed 

in the experimental setup, ranging from 5% to 10%, as discussed in 

section 3.1. The upper bounds results obtained from the presented 

model assume the absence of any overlapping inclusions within each 

layer of the SMC. However, as the level of overlapping increases, the 

model's results exhibit a closer proximity to the corresponding ex-

perimental data. 

4.2.3 Effect of waviness and orientation 

The mechanical properties of SMC composites are significantly 

influenced by the waviness of fibers and the orientation of chips, 

which are dependent on the manufacturing process. In this section, a 

case study is conducted to investigate the effect of fiber waviness on 

the mechanical behavior of SMC composites. The micromechanical 

model assumes the material properties of constituents presented in 

Table 2, and monotonic loading is applied in the longitudinal direc-

tion. Wavy fibers are categorized into three cases, and their stress-

strain responses are summarized in Figure 38(a), indicating a reduc-

tion in mechanical properties due to the presence of waviness. 
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（a） (b) 

Figure	38.	The	stress-strain	curves	(a)	the	influence	of	the	waviness	on	SMC	chip	
and	(b)	the	influence	of	the	orientation	on	SMC	composites	

 
Figure	39.	The	change	of	chip	orientation	with	an	increment	of	𝑘	

 

Furthermore, the effect of orientation is studied by increasing 

the orientation variable 𝑘, and the longitudinal and transverse stress-

strain responses of the SMC composites are plotted in Figure 39(b). 

The degree of anisotropy of the composites is expressed by 𝜆(𝜃), 
which is a function of 𝑘. The schematic tendency of anisotropy is de-

picted in Figure 40, where the longitudinal behavior becomes stiffer 

as fiber chips are aligned with the loading direction, while the elastic 

behavior along the x and y directions becomes similar for randomly 

distributed chips. The parametric study highlights the significance of 

waviness and orientation as critical parameters in determining the 

elastic behavior of both fiber chips and SMC composites. Finally, the 

nonlinear behavior of SMC composites under cyclic loading is evalu-

ated. 
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4.2.4 The SMC micromechanics model under cyclic loading 

  

（a）	 (b)	
	

Figure	40.	Periodic	boundary	condition	application	in	ABAQUS	

 

(a)	 (b)	
Figure	41.	Cyclic	stress-strain	responses	(a)	waviness	(b)	orientation	distribution	

 

Ascertaining the nonlinear behavior of Sheet Molding Compound 

(SMC) composites under cyclic loading is critical for the design and 

optimization of the material. In this section, a hierarchical microme-

chanics model is employed to investigate the effect of waviness on 

the cyclic stress-strain behavior of SMC composites. The cyclic 

loading condition is applied to the x-axis in the interval [-0.04, 

0.04], as shown in Figure 41, with the amplitude of strain selected 

such that it leads to plasticity and nonlinear behavior. 

 

During the loading process, as strain incrementally increases, 

ductile damage and plasticity emerge. Once the strain reaches the 

maximum positive loading point A, the loading strain linearly de-

creases to the negative maximum loading point C. The response of 

SMC composites follows elastic behavior until reaching the plastic 
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regime. After this point, a hardening slope with ductile damage is ob-

served, leading to the generation of unrecoverable plastic strain in 

the compressive loading. In this study, CF/PA6 SMC composites are 

modeled using material parameters reported in the literature [108, 

109]. 

Figure 41(a) presents the impact of waviness on the cyclic 

stress-strain responses of SMC composites. The material properties 

are adopted from Table 2, with the fiber volume fraction and orienta-

tion variable 𝑘 set at 20% and 0.1, respectively. The calculation gen-

erates fiber chips with three different waviness patterns, and the re-

sults show that waviness negatively affects both elastic and damage-

plastic regimes. Additionally, Figure 41(b) illustrates that the random 

distribution of fiber chips with 𝑘=0 leads to a decline in material 

properties in both the elastic and damage plastic regimes. All models 

considered in this study include wavy fibers in the fiber chips with a 

standard deviation of 2. Notably, the aligned fibers in the loading di-

rection provide higher elastic and plastic properties, whereas the 

randomly distributed fiber chips decrease the performance of SMC 

composites along the loading direction. 

 

Overall, the results emphasize the importance of considering the 

waviness and orientation of fibers in predicting the nonlinear behav-

ior of SMC composites under cyclic loading. 

 

4.3. Results of multiscale cluster based SCA 

simulation 

 

4.3.1 Validation of multiscale cluster based SCA simulation 

 

 Fiber Matrix 

Young’s Modulus (GPa) 230 3.9 

Poisson Ratio 0.27 0.39 

Table	5.	Material	parameters	of	fiber	and	matrix	



 

 ７８ 

 

The validation of the proposed SCA multiscale model was carried 

out by comparing the results with those reported in the literature. 

The study utilized fiber and matrix resin, with material properties 

summarized in Table 5. The results obtained from the proposed 

model were found to be in good agreement with those reported in 

Mori-Tanaka, demonstrating the validity and accuracy of the pro-

posed approach. 

 
Figure	42.	Comparison	of	various	homogenization	methods	

 

The data presented in Figure 42, which has been obtained using 

the Mori-Tanaka homogenization method described in Chapter 3, 

demonstrate that the yield strength of the matrix material is 29MPa, 

while the hardening slope is 100MPa. It is noteworthy that the elastic 

and plastic regions exhibit a similar trend with little difference, sug-

gesting that the multiscale SCA composites model has been success-

fully validated. 
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(a) 
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(b)	

Figure	43.	Validation	of	random	orientation	

Figure 43 (a) showcases a collection of 12 contours representing 

randomly generated SMC composites. The macroscale model utilized 

in the cluster-based SCA simulation incorporates a total of 20 in-

stances of randomly oriented SMC chips. Correspondingly, the ex-

periment data employed for comparative analysis consists of 20 sets 

of tensile tests[107]. It is worth noting that the ranges of the experi-

ment data and the proposed model in Figure 43(b) exhibit a substan-

tial degree of overlap. This overlap strongly suggests the validation 

of the multiscale cluster-based model and its ability to accurately 

capture the mechanical behavior of the SMC composites. 

  

4.3.2 The effect of waviness and orientation 

 
Figure	44.	Rotate	transformation	of	multiscale	SCA	model	

The mechanical properties of SMC composites are strongly in-

fluenced by various factors, including the waviness of fibers and the 

orientation of chips, which are dependent on the manufacturing 
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process. In this study, the impact of fiber waviness on the mechanical 

behavior of SMC composites was comprehensively investigated 

through rotational transformation in Sections 5.3.  

To incorporate the effect of waviness and fiber chip orientation 

in the microscale analysis of SMC composites, the rotation angle is 

stored in the element of the macroscale model, which is then used in 

the computation of the microscale representative volume element 

(RVE), as illustrated in Figure 44. 

 

  
(a)	 (b)	

Figure	45.	The	effect	of	(a)	waviness	and	(b)	orientation	

The impact of waviness and fiber orientation on the mechanical 

properties of SMC composites is a critical aspect of their overall 

performance. The results of the macroscale and microscale models 

presented in Figure 45, as shown in Figure 24, demonstrate the influ-

ence of these factors. The presence of waviness and fiber orienta-

tion significantly reduces the mechanical properties of the composite 

material in the longitudinal direction. These findings highlight the im-

portance of carefully controlling the manufacturing process to mini-

mize the effects of waviness and orientation and ensure optimal me-

chanical performance in SMC composites. As such, these results 

provide valuable insights for engineers and researchers seeking to 

improve the design and development of these advanced composite 

materials. 
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4.3.3 The comparison of multiscale SCA simulation and 

multistep homogenization of SMC 

 

 
Figure	46.	Layered	SMC	composites	

In Figure 46, the layered structure of SMC (Sheet Molding Com-

pound) composites is depicted, representing a realistic depiction of 

the manufacturing process involved in molding these composites. 

Each layer of the SMC composite consists of multiple SMC chips, 

with each chip containing randomly generated orientations. Further-

more, within each SMC chip, randomly wavy fibers are incorporated, 

reflecting the inherent variability of the composite material. 

 

  

(a)	 (b)	
Figure	47.	(a)	SMC	chip	distribution	(b)	Stress	contour	of	macroscale	SMC	com-

posites	
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(a)	 (b)	
Figure	48.	(a)	Cluster	distribution	of	microscale	model	(b)	Comparison	of	multi-

step	homogenization	and	multiscale	clustering-based	SCA	

 

The comparison between two homogenization methods presented 

in Chapter 5 is depicted in Figure 48(b), demonstrating their validation 

and accuracy. It is worth noting that Lippmann-Schwinger homogeni-

zation is a multiscale computational model, whereas Mori-Tanaka 

homogenization is a multiscale numerical model. The material prop-

erties utilized in the two homogenization models are obtained from 

Table 2. The random orientation distribution of SMC chips in the 

composite and the stress contour of the macroscale SMC model are 

depicted in Figure 47. On the other hand, Figure 48(a) showcases the 

fiber-reinforced model with a 64-cluster distribution in the mi-

croscale model. Despite their different approaches, both methods 

exhibit similar trends in terms of elastic and plastic behavior. 
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Chapter 5. Conclusions 

 

In conclusion, this thesis has presented computational and ana-

lytical homogenization approaches for SMC composites, specifically 

considering the presence of random wavy fibers. Comparing with ex-

isting research, the computational homogenization method for SMC 

composites has been well developed, taking into account the recon-

struction of randomly oriented and overlapping SMC chips. However, 

the computational cost remains high due to the multiscale simulation 

and detailed structure modeling involved. To address this challenge, 

the proposed cluster-based method significantly improves computa-

tional efficiency while maintaining accuracy. 

 

On the other hand, the proposed analytical homogenization 

method for SMC composites offers a detailed description of the ran-

dom wavy fibers and overlapping issues, employing an improved 

multistep Mori-Tanaka method. This approach shows promising ac-

curacy in capturing the behavior of SMC composites. 

 

Nevertheless, further improvements are still required for the mi-

croscale model's representative volume element (RVE). This includes 

considering the randomness in the cross-section of fibers and their 

distribution. Additionally, compression and shear loadings are areas 

that warrant further testing and investigation. 

 

Overall, this thesis contributes to the advancement of homogeni-

zation techniques for SMC composites, demonstrating the importance 

of considering random wavy fibers and providing avenues for future 

research and refinement in capturing the intricate behavior of these 

materials. 
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Abstract in Korean 
 

멀티스케일 유한요소 해석(FEA)은 복합재료의 거동을 모델링하는데 

효과적인 방법으로 널리 사용되고 있다. 그러나 멀티스케일 모델은 높은 

계산 비용으로 인해 실제 적용 에는 한계가 있다. 본 논문은 정확도를 

유지하면서 계산 시간을 줄일 수 있는멀티스케일 클러스터 기반 

자기상관 해석 SCA(Self-consistent clustering Analysis)방법을 

제안하여 복합재료 해석에 적용하는 것을 목표로 한다. 제안된 모델링 

방법을 SMC (Sheet Molding Compound) 복합재료에 적용하여 해석의 

효율성과 정확성을 타 해석방법과 비교 검증하였다.. 

 

먼저 SMC 복합재료의 효율적인 모델링을 위해 개선된 해석적 

균질화 모델과 제안된 클러스터 기반 SCA 모델을 제안하고 

비교검증하였다. SMC 복합재료의 복잡한 구조로 인해 전통적인 균질화 

모델은 그 거동을 정확하게 모사하는데 한계가 있다. 따라서 개선된 

해석적 균질화 모델은 wavy 형상의 섬유, 연성 손상, SMC 칩 방향 및 

SMC 칩의 겹침과 같은 요소를 고려하여 Mori-Tanaka 방법을 

통합하였다. 반면에 클러스터 기반 SCA 모델은 계산 효율성을 

유지하면서 무작위로 wavy 모양의 섬유와 무작위로 방향이 지정된 

SMC 칩을 고려하는 수치적 멀티스케일 모델이다. 두 가지 균질화 

모델은 엄밀하게 검증되었으며 SMC 복합재료의 거동을 모사하는 데 

효과적이고 정확함을 입증하였다. 제시된 SCA 모델과 전통적인 

멀티스케일 유한요소해석 모델의 비교를 통해 정확성과 타당성을 

유지하면서 계산 시간을 크게 줄인 것을 확인하였다. 섬유와 SMC 칩의 

다양한 기하학적 특성이 복합재료의 기계적 특성 예측에 미치는 영향도 

분석하였다. 
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