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Abstract

Incorporation of Dialogue Properties

in Decoupling-Fusing Network

for Incomplete Utterance Rewriting

Jeongwon Min

Interdisciplinary Program in Bioengineering

The Graduate School

Seoul National University

Dialogue-based Incomplete Utterance Rewriting (IUR) represents the task of

transforming context-dependent utterances within a dialogue, which require contex-

tual information to be fully comprehended, into self-contained expressions. With the

proliferation of AI-based chatbots in recent years, it has become increasingly crucial

for dialogue systems to effectively process and understand conversations involving

human agents. To this end, IUR has emerged as a promising approach to enhance

the overall performance of dialogue systems.

Advancements in Transformer-based Pretrained Large Language Models, such

as BERT and GPT, have significantly contributed to the progress in this field.

Leveraging their ability to capture contextual dependencies and generate coherent

text, these models have paved the way for enhanced performance in IUR. The
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integration of these state-of-the-art language models into IUR has yielded substantial

advancements.

In this study, we present a novel approach to enhance the performance of the

Dialogue-based IUR task by leveraging the intrinsic properties of dialogues. By

introducing utterance and speaker information into the model and effectively cap-

turing the context and dynamics of the conversation, our proposed method enables

the generation of self-contained utterances. Our method contributes to enhancing

the overall understanding of the conversation flow and facilitates the generation of

coherent and contextually appropriate rewritten utterances. Another key advantage

of our method is its ability to achieve state-of-the-art performance without requiring

additional labor-intensive annotation of coreference links between the antecedents

and referents. This alleviates the burden of manual annotation, making our approach

more scalable and efficient compared with previous methods that heavily rely on

such annotations.

Through extensive evaluation, we demonstrate the effectiveness of our approach in

achieving improved performance, surpassing existing approaches in the field. Overall,

our proposed method improves the performance of IUR without the need for labor-

intensive coreference link annotations by using the intrinsic properties of dialogues.

Keywords: rewriting, dialogue, utterance, coreference, ellipsis, Decoupling-Fusing,

GPT-2

Student Number: 2021-20816
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1 Introduction

1.1 Background

The task of Dialogue-based Incomplete Utterance Rewriting (IUR) focuses on

addressing the inherent challenges posed by incomplete utterances in dialogues, which

often involve the phenomena of coreference and ellipsis. As utterances devoid of

complete meaning might require the earlier parts of the conversation and the context

to be properly interpreted, incomplete utterances in a dialogue pose a challenge for

recent dialogue systems and chatbots.

The task of Dialogue-based IUR involves taking such incomplete utterances

and rewriting them into complete and stand-alone forms by capturing the original

intended meaning of the speaker and considering the context of the conversation.

Incomplete utterances in dialogues often fall into two main types: coreference and

ellipsis.

Coreference refers to a phenomenon in language in which a word refers back to

another word, phrase, or entity earlier in the conversation [1]. The word it refers

back to is called the antecedent. This is often seen with pronouns like “he”, “she”,

“it”, “this”, “that”, etc. Ellipsis is a phenomenon in which a word or phrase is left out

because it is implied and understood in the context [2]. Dialogue-based IUR involves

correctly identifying and filling in such ambiguous references or gaps. Properly

understanding and handling these incomplete utterances are critical for developing
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more sophisticated and effective dialogue systems because this could contribute to

the comprehension capabilities of AI-based dialogue systems.

While Dialogue-based IUR is considered a stand-alone task, it is also viewed as one

of the components of end-to-end dialogue systems because of its importance. This is

adopted as an intermediate step for various purposes, such as dialogue summarization

[3] and conversational question answering [4]. Although dialogue-based IUR is still

challenging, it is regarded as an essential task in NLP in improving the quality and

accuracy of automated dialogue systems and significantly enhancing human-machine

interactions.

1.2 Task Definition

The objective of Dialogue-based IUR is to transform last utterance of the dialogue

into a self-contained utterance. The primary focus is on cases in which the last

utterance contains the phenomenon of either coreference or ellipsis and cannot be

fully understood without considering the dialogue history.

In such situations, the model aims to generate a rewritten version of the last

utterance that is self-comprehensible and does not rely on the dialogue context

for understanding. The model generates a self-contained version of the incomplete

utterance by leveraging the information and context provided by the preceding

dialogues.

The goal of IUR is to produce a reformulated version of the last utterance

that maintains its semantic fidelity while ensuring that it can be understood in

isolation without requiring any reference to the preceding dialogue context. By

achieving this objective, the IUR task aims to enhance the interpretability, coherence,

and effectiveness of dialogue systems, facilitating more seamless and meaningful

2



interactions in a dialogue.

Figure 1.1 Example of an incomplete utterance (coreference) in a dialogue.

The above dialogue in Figure 1.1 is an example dialogue from one of the IUR

datasets that we use in the experiment. The patient’s last statement “No, this is

the first time I’m having this issue.” is an incomplete utterance. If the last utterance

were taken out of context, the meaning of “this issue” could be ambiguous, indicating

that it cannot be understood without the dialogue context. This is an instance of

coreference, a linguistic phenomenon where a pronoun or noun phrase refers back to

a previously mentioned entity.

The task of Dialogue-based IUR, in this case, is to rewrite the incomplete utterance

so that it becomes a complete sentence that could stand alone outside of the dialogue

context while maintaining its original meaning. This involves identifying that “this

issue” is referring to “breathlessness” and rewriting the sentence accordingly: “No,

this is the first time I’m having breathlessness.” This rewritten sentence conveys the

same idea as the original, but now it is a complete, self-contained statement. It does

not require any additional context to be understood even after it is taken out of the

dialogue.
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Figure 1.2 Example of an incomplete utterance (ellipsis) in a dialogue.

The dialogue presented in Figure 1.2 is another illustrative example extracted

from the same datasets referenced earlier. It is another type of an incomplete utter-

ance, called ellipsis, which is a prevalent phenomenon found in dialogue interactions.

Ellipsis is a linguistic phenomenon in which a word or phrase that is crucial to the

structure or meaning of a sentence is intentionally left out. This happens because

human interlocutors implicitly understand the context of the conversation without

explicitly mentioning the parts.

In the above dialogue, the phrase “had diabetes” is omitted in the patient’s last

response. It is understood in the context considering the doctor’s previous question,

but the sentence “Let’s see, my mom, my sister, my brother.” is not a complete form on

its own. The task of Dialogue-based IUR in this context involves inferring the missing

information from the surrounding dialogue and inserting it back into the sentence to

create a stand-alone statement. After being rewritten, the patient’s response becomes

“Let’s see, my mom, my sister, my brother had diabetes.” This makes it a complete

sentence that maintains its original meaning but can now be understood outside of

the original dialogue context.

Understanding and accurately handling the elliptical construction are crucial for

a system to effectively interpret and engage in human-like dialogue. The objective of

4



our study is to develop a model that effectively leverages the inherent properties of

dialogues in the task of utterance rewriting. Specifically, the focus of our study is on

the reformulation of the last utterance within a dialogue, rather than rewriting the

entire incomplete utterances throughout the dialogue, which aligns with the scope

of previous approaches in this field.
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2 Related Work

2.1 Incomplete Utterance Rewriting

The field of Dialogue-based IUR has gained substantial attention within the

research community in recent years. Numerous researchers have acknowledged the

importance of addressing the inherent challenges posed by incomplete utterances in

dialogues, and have dedicated their efforts to devising effective models and method-

ologies.

Prior studies in the field have explored various approaches, most of which in-

clude the utilization of sequence-to-sequence models and copy mechanisms. These

approaches treat the IUR task as a machine translation task, aiming to transform

incomplete utterances into self-contained ones.

One notable work by Malmi et al. introduces a sequence labeling approach for

sentence rewriting, which conceptualizes text generation as a text editing task [5].

This proposed method offers the advantage of fast inference time while achieving the

performance comparable to vanilla sequence-to-sequence models.

Quan et al. employ an end-to-end sequence-to-sequence model for IUR [6]. Their

model consists of two encoders: one reads the user utterance, while the other processes

the dialogue context. The decoder module then generates the complete utterance,

facilitating the transformation from incomplete to self-contained utterances. Within
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the decoder, either a copy mechanism [7] or a modified gated copy mechanism [8] is

incorporated.

Another notable approach by Pan et al. adopts a pick-and-combine model for the

IUR task and constructs a large-scale annotated dataset to support their research [9].

Their proposed model leverages a sequence-to-sequence architecture with attention

and a pointer generative network.

There have been recent works that have taken a fresh approach to the IUR task,

deviating from the conventional perspective of treating it as a text translation task.

Qian et al. introduce a unique perspective by formulating the task as a semantic

segmentation problem, drawing inspiration from the field of computer vision [10].

Instead of generating the entire utterance from scratch, their approach incorporates

edit operations to shape the problem as the prediction of a word-level edit matrix,

encompassing operations such as substitution, insertion, and none. This innovative

formulation allows for fine-grained control over the generation process and facilitates

more accurate and contextually appropriate utterance rewriting.

Additionally, Huang et al. present a novel semi-autoregressive generator that

combines the efficiency and flexibility of autoregressive text generation and sequence

labeling for text editing [11].

2.2 Baseline Model

Our baseline model is the framework proposed in [12]. The overall architecture

is illustrated in Figure 2.1.

In [12], a novel joint learning framework is introduced to address the task of

Dialogue-based IUR. To generate accurate rewritten utterances, they incorporate

a unique attention layer called “Coref2QR”, which leverages information obtained
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during coreference resolution to enhance the rewrite generation process. Specifically,

in this attention layer, the antecedents and referents are allowed to attend to each

other. This enables the model to incorporate coreference information into the input

representation and utilize it during the utterance rewriting step.

Figure 2.1 The overall model archietecture of the baseline model CREAD [12].

Furthermore, a novel joint learning framework is adopted for the utterance

rewriting task. The main tasks include identifying coreference links between the last

utterance of the dialogue and the dialogue context, binary classification to determine

whether rewriting is necessary or not, and generating self-contained utterances. These

tasks collectively contribute to improving the model’s ability to accurately rewrite

incomplete utterances in dialogues.

By leveraging the proposed attention mechanism and adopting a joint learning

framework, [12] aims to enhance the performance of its baseline model in the task

of Dialogue-based IUR.

Another notable contribution of their work is the construction of a specialized

dataset for IUR. This dataset is designed to facilitate the implementation of the

8



“Coref2QR” attention mechanism by including the annotation of coreference links

between the antecedents and referents in the dataset as in Figure 2.2. In particular,

the dataset includes index labels indicating the possible antecedents and referents, if

they exist, for each data sample. These links provide explicit information about the

coreference relationships within the dialogues.

Figure 2.2 The datasets constructed by CREAD [12].

In this study, we introduce a novel approach by transforming the “Coref2QR”

attention layer into the Decoupling-Fusing layer, which will be elaborated on in

subsequent chapters. Although the utilization of “Coref2QR” may have contributed

to the performance, it requires manual labeling of coreference information in the

dataset, a process that is both expensive and labor-intensive. Apart from the CREAD

dataset released by the authors, the other existing datasets for IUR do not contain

coreference links. This highlights the scarcity of available resources with coreference

information for training and evaluating using “Coref2QR” module.
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Additionally, the baseline model’s capability to leverage the intrinsic properties

of a dialogue remains limited, as it processes the input sequence as if it were dealing

with free texts. Considering the primary objective of the task, we have incorporated

the distinctive characteristics of dialogues into the design of our proposed model. By

doing so, we aim to capture and leverage the utterance and speaker information of

dialogues, ultimately improving the performance of utterance rewriting.

By transforming the “Coref2QR” attention layer into the integration of dialogue-

specific design elements, we strive to overcome the limitations of the baseline approach

and harness the inherent characteristics of dialogues for more effective utterance

rewriting. This modification significantly contributes to the enhancement of utterance

rewriting performance.
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3 Materials and Method

In this chapter, we aim to provide a comprehensive overview of both the training

datasets utilized in our study, the proposed methodology, and the evaluation metrics.

3.1 Datasets

The main objective of our research is to conduct a comprehensive comparison

between the baseline model [12] and our proposed method in the task of utterance

rewriting. To achieve this, we mainly focus on evaluating the performance of both

models using the same dataset.

In order to identify the potential of our model to a broader application, we

conduct experiments on three additional multi-turn dialogue-based utterance rewrit-

ing datasets, which comprise two publicly available datasets and one specifically-

constructed dataset. Details on each dataset is shown in Table 3.1. For the public

datasets including the main datasets from [12], we have employed the identical

data split used in the respective publications in order to ensure consistency and

comparability with the original papers, thereby aiming to maintain a standardized

approach to our experimentation process and facilitate the accurate comparisons

and evaluations.
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Table 3.1 Statistics of the datasets utilized in the evaluation of our proposed

method.

CREAD [12] CANARD [13] Task [6] MedDial

Train 16.0K 32K 2.2K 319
Dev 1.9K 3.3K 0.5K 39
Test 1.9K 3.3K - 42

3.1.1 CREAD

The first and the main dataset employed in our study is referred to as CREAD [12].

This particular dataset was tailored specifically for the purpose of IUR, by building

upon an existing coreference resolution dataset called MuDoCo [14]. The dataset

comprises multi-turn dialogues with an average of 2.6 utterances per dialogue, which

spans across six distinct domains (Calling, Messaging, Music, News, Reminders and

Weather).

One noteworthy aspect that sets this dataset apart from other publicly available

datasets is its unique annotation of coreference links, which was illustrated earlier in

the Figure 2.2 in Chapter 1. The coreference links between the antecedent and the

referent are annotated in cases where such cases exist. This distinctive annotation

plays a crucial role in the proposed model, allowing for the effective utilization of

these coreference links. By introducing the corerefence information into the model,

the authors aim to improve the performance of models.

3.1.2 CANARD

Another publicly-available dataset utilized in our study is called CANARD [13]. This

dataset was developed by building upon an existing dataset called QuAC [15], which is

widely used for the task of Conversational Question Answering [16]. The construction

12



of CANARD involved creating self-contained questions based on the conversation topic

and the dialogue context from the original QuAC dataset.

One notable distinction of this dataset as compared to other datasets, lies in the

nature of the target utterances for rewriting. Unlike other datasets where the target

utterances are typically in the form of plain statements, the target utterances in this

dataset are in the form of questions.

3.1.3 Task

The final publicly available dataset used in our study for the additional evaluation

is Task [6]. This dataset was manually annotated, taking CamRest676 dataset [17]

as its foundation, which specifically focuses on the Restaurant domain. One of the

notable characteristics of the dataset is that each utterance was annotated with both

coreference and ellipsis versions, whenever possible. This comprehensive annotation

process resulted in the creation of incomplete utterances which encompass either

ellipsis or co-reference versions. Importantly, no new versions were generated outside

of the original base dataset.

3.1.4 MedDial

To extend the application of IUR to the Medical domain, we undertook the

construction of a dataset encompassing conversations between medical professionals

and patients. It is worth noting that questions and remarks from non-experts or

laypeople in the medical field may lack proper structure and explicitness. These

utterances often contain a significant number of coreferences and ellipsis that require

resolution and comprehension, especially when discussing health-related issues [18].

To this end, these characteristics in medical-related dialogues necessitate effective
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utterance rewriting for tailored adjustments in domain-specific assistive dialogue

systems.

In order to collect relevant dialogues from a hospital setting, we performed addi-

tional annotation on the dataset presented in [19]. From this dataset, we randomly

selected the samples, and these selected dialogues underwent a re-editing process to

form a total of four utterances per dialogue. This curated dataset provides a valuable

resource for training and evaluating models in the Medical domain, enabling the

exploration of effective strategies for handling incomplete utterances in healthcare

conversations. For more comprehensive information regarding the data construction

and annotation samples, we refer readers to Appendix B.

3.2 Proposed Model

The task of Dialogue-based IUR can be formulated as follows. Given a multi-

turn dialogue D = {u1, u2, ..., un} where n represents the number of utterances, and

each utterance ui = {wi,1, wi,2, ..., wi,m} consists of m tokens with wi,j denoting

the j-th token in the sequence ui, the objective of IUR is to generate a rewritten

version u∗n for the last utterance of the dialogue un. The rewritten utterance u∗n should

possess the same underlying meaning or semantic content as the original utterance un.

Additionally, it should be self-contained and independently comprehensible, without

any reliance on the dialogue history {u1, u2, ..., un−1}.

Figure 3.1 provides a visual representation of the proposed model, illustrating

the architecture and components employed in our approach. Our proposed model for

utterance rewriting is built upon the GPT-2 architecture [20]. By utilizing the GPT-2

architecture as the basis for our model, we benefit from its ability to capture complex

language patterns and generate coherent text. To generate the rewritten utterance

14



Figure 3.1 The proposed model for dialogue-based incomplete utterance rewriting.

u∗n, our approach leverages the inherent properties observed in human dialogues and

incorporates them into the generation model using Decoupling-Fusing network. By

doing so, we aim to capture the essence of dialogue dynamics and incorporate it

into the rewriting process. By leveraging the strengths of the GPT-2 architecture

and incorporating dialogue-specific adaptations, our model aims to achieve improved

performance in generating self-contained and contextually appropriate rewritten

utterances.

The proposed model comprises three main steps: (1) determining if the last

utterance requires rewriting or not, (2) predicting which the speaker each token

corresponds to, and (3) generating the rewritten utterance if necessary.

By implementing these three tasks, our proposed model adopts a joint learning

framework that aims to effectively handle incomplete utterances within dialogues

and produce high-quality rewritten utterances. The subsequent sections delve into

further details and specifics for each part of the model, providing a comprehensive

understanding of the proposed approach.

15



3.2.1 Contextualized Representation

To construct the input sequence, we concatenate all the context utterances to

form the input representation for a specific utterance ui. Furthermore, in order to

distinguish the boundaries between individual utterances within the concatenated

sequence, we introduce additional special tokens to indicate the respective speakers.

Specifically, we add the tokens <USR> and <SYS> to represent the first and

the second speaker in the input sequence. Also, for the last utterance, we append

<CUR> as its corresponding special token. By incorporating these special tokens to

mark the boundaries and denote the speakers within the input sequence, our model

gains a better understanding of the dialogue structure and can effectively leverage

the contextual information provided by each speaker in generating the rewritten

utterance.

Figure 3.2 The inputs for the model.
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For example, if the example dialogue in Figure 1.1 is fed into the model during

the training phase, all the utterances in the dialogue would be concatenated, with the

sepcial tokens in between as illustrated in Figure 3.2. Thus, the first speaker “Doctor”

is changed into the token <USR>, and “Patient” into <SYS> while training the

model.

We utilize the output from the last layer of the GPT-2 model to obtain contextual-

ized representations for the input sequence. This allows us to capture the contextual

information and embeddings for each token in the input sequence effectively. Here,

we obtain the contextualized representations for each token denoted as hm ∈ Rd,

where m represents the position of the input token and d represents the embedding

size. These representations encapsulate the contextual understanding and semantic

information of each token within the dialogue context, facilitating subsequent steps

in our proposed model.

3.2.2 Decoupling-Fusing Layer

In this section, we introduce Decoupling-Fusing network, which is an additional

Multi-Head Self-Attention (MHSA) with some masks. The method of “Decoupling-

Fusing” is a methodology proposed in dialogue-based NLP tasks [21] [22]. The

mechanism involves separating or “decoupling” different aspects of the dialogue,

which in our study is the utterance and speaker information, constructing the repre-

sentation for each aspect separately, and then “fusing” them back together to form

a composite representation that takes both aspects into account. This approach

can potentially allow the model to incorporate the interactions between the speaker

and the utterance more effectively, thereby capturing the semantics of the dialogue

context.
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This MHSA mechanism positioned at the topmost layer of the of the last layer

of GPT-2 and enhances the model’s ability to capture and incorporate utterance

and speaker information of a dialogue into the contextualized representation for each

token.

Mathematically, the MHSA can be formulated as follows:

Attention(Q,K, V,M) = softmax(
QKT

√
dk

+M)V (3.1)

In this equation,Q,K, and V represent the query, key, and value matrices, respectively.

These matrices are constructed using learnable parameters WQ ∈ Rd×dquery , WK ∈

Rd×dkey , and W V ∈ Rd×dvalue , where dquery, dkey, and dvalue indicate the dimensions

of Q, K, and V , respectively.

MHSA applies a softmax operation to the scaled dot-product of the query and key

matrices, divided by the square root of the dimension dk. The operation of scaled dot-

product of the query and key matrices outputs attention weights, which indicate the

relevance or importance of each element in the input sequence. Here, the mask M is

applied to this attention weights to ensure which elements are attended to and which

are not. Finally, the attention weights are used to weight the corresponding values

in the value matrix V . This results in the attended representations that capture the

specific information for each token.

In this study, we introduce four masks {Mk}4k=1 ∈ R to incorporate utterance

and speaker information in a dialogue following the previous work [22], which is

defined as follows:
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M1[i, j] =


0, if Ti = Tj

−∞, otherwise

M2[i, j] =


0, if Ti ̸= Tj

−∞, otherwise

M3[i, j] =


0, if Si = Sj

−∞, otherwise

M4[i, j] =


0, if Si ̸= Sj

−∞, otherwise

(3.2)

In Equation 3.2, the variables i and j represent different token positions within

the entire dialogue. Ti denotes the index of the utterance in which the ith token is

located, while Si signifies the speaker associated with the ith token. The masks M1,

M2, M3, and M4 are designed to guide the attention mechanism to attend to the

specific part of a dialogue.

The illustration of each mask is depicted in Figure 3.3. M1 and M2 are used to

construct utterance information. Specifically, M1 facilitates attending to the tokens

within the current utterance, allowing the model to capture the intra-utterance de-

pendencies. An example dialogue and its corresponding M1 is depicted in Figure A.1

and Figure A.2 respectively. On the other hand, M2 enables attending to tokens

from other utterances in the dialogue, enabling the model to capture inter-utterance

dependencies and context.
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Figure 3.3 The simplified version of introduced masks for constructing utterance

and speaker-aware representations via MHSA [22].

Figure 3.4 The Decoupling part using different masks ranging from M1 to M4.
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M3 and M4 are employed to capture speaker information in the dialogue. M3

focuses on attending to the tokens from the same speaker, facilitating the model’s

understanding of the speaker’s individual style, preferences, and patterns within the

dialogue. Conversely, M4 guides the attention mechanism to attend to tokens from

different speakers, enabling the model to capture the dynamics and interactions

between speakers in the dialogue.

By utilizing these masks, the attention mechanism is guided to attend to specific

aspects of the dialogue, and outputs the same utterance-aware representation EU1,

different utterance-aware representation EU2, same speaker-aware representation

ES1, and different speaker-aware representation ES2.

MHSA(E,Mi), i ∈ {1, 2, 3, 4} (3.3)

This tailored attention mechanism enhances the model’s ability to capture relevant

information and dependencies within the dialogue, resulting in a more comprehen-

sive and accurate representation of both utterance and speaker information. The

term “Decoupling” in the “Decoupling-Fusing” mechanism specifically refers to this

above step in which specific information-contained representations are constructed

separately.

In order to “fuse” the utterance-aware and speaker-aware representation, we use

a fully connected layer to incorporate the resulting four representations. Specifically,

the formulation of the incorporation is denoted as follows:

E1 = ReLU(FC([E − Ẽ, E ⊙ Ẽ]))

E2 = ReLU(FC([E − Ē, E ⊙ Ē]))

Ê = Sigmoid(FC([E1;E2]))

(3.4)
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LetE denote the original representations output from GPT-2. For obtaining utterance-

aware representation, Ẽ = EU1 and Ē = EU2, and for speaker representation,

Ẽ = ES1 and Ē = ES2.

The resulting vectors are utterance-aware representation ÊU and speaker-aware

representation ÊS , respectively. To incorporate these two representations and con-

struct the final representation for implementing the following three tasks in our model,

we compute an element-wise summation of the two vectors as following Figure 3.5:

Figure 3.5 The Fusing or decoupled vector representations, ÊU and ÊS .

The final representation Ê obtained from Decoupling-Fusing network serves as a

crucial input for the subsequent tasks in our proposed model. We hypothesize that

this representation encompasses the utterance and speaker information captured by

the Decoupling-Fusing layer. To encode contextualized linguistic information, we
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introduce the original GPT-2 representation along with Ê, using weights of 0.7 for

Ê and 0.3 for the GPT-2 vector representation.

3.2.3 Rewriting Classification

The first task of our model is to predict whether the last utterance in the given

input sequence requires rewriting, following the approach presented in [12]. This

task serves as a binary classification, where the model determines whether the last

utterance needs to be rewritten or not.

As depicted in Figure 3.1, our model includes a classifier component. This classifier

consists of a two-layer feed-forward neural network followed by a softmax layer. It

takes the input representation after the Decoupling-Fusing step and predicts a vector

with two entries, representing the rewrite and no-rewrite classes.

The rewrite class encompasses instances where coreference or ellipsis is present,

indicating that rewriting is necessary. On the other hand, the no-rewrite class includes

instances where the last utterance is already self-contained and does not require any

modifications.

Crucially, the model only generates the rewritten utterance when the binary

prediction is true, signifying that the classifier has determined that rewrite is necessary.

In cases where the classifier predicts the no-rewrite class, the input utterance is

directly copied as the output without any modifications.

The efficacy of this binary classifier is demonstrated in [12], where it achieves a

high accuracy. This classifier serves as a filter that minimizes the risk of incorrectly

rewriting already self-contained utterances. Moreover, it allows the subsequent gen-

eration process to focus solely on rewriting incomplete utterances during training,

enhancing the overall performance and reliability of the utterance rewriting task.

23



3.2.4 Speaker Identification

The model’s second step involves predicting the speaker for each token in the

dialogue. We humans easily recognize which token is spoken by which speaker even

from a random written dialogue. It is evident that humans possess a natural ability

to discern the speaker associated with each token effortlessly.

However, as the input sequence of this model is a form of concatenated utterances

in the whole dialogue, it becomes imperative for the model to accurately determine the

correspondence between tokens and their respective speakers. Given the concatenated

nature of the input sequence, explicitly identifying the speaker associated with

each token becomes a challenging task. Hence, the model must rely on its learned

understanding of linguistic patterns, contextual cues, and other relevant features to

successfully attribute tokens to their respective speakers.

For instance, consider the scenario where the model encounters the token “rate”

within the “Doctor” ’s first utterance in Figure 1.1. In this case, the model is expected

to accurately predict the speaker associated with that token as “Doctor”. Similarly,

when encountering the token “pretty” within the “Patient”’s first utterance, the model

should correctly identify the speaker of that token as “Patient”.

The correct prediction of speakers for each token enables the model to generate

rewritten utterances that align with the intended speaker and accurately represent

the dialogue context. This speaker prediction capability enhances the model’s ability

to produce coherent and contextually appropriate rewritten utterances that reflect

the dynamics and speaker roles within the dialogue. By assigning the appropriate

speaker labels to the tokens, the model gains an understanding of the dialogue flow

and consider the speaker’s perspective when generating the rewritten utterance. Thus,

the model’s ability to discern the speaker-token relationship within the concatenated

utterances is crucial.
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3.2.5 Utterance Rewriting

In the final step of the proposed approach, the model proceeds with the generation

process based on its binary decision of whether to rewrite the last utterance or not.

Here, the rewritten utterance is generated utilizing the constructed utterance-and-

speaker aware vector Ê.

By utilizing the vector representation from Decoupling-Fusing layer, the model

incorporates the comprehensive understanding of the dialogue context, including the

individual utterances and their respective speakers. This enriched vector serves as

the foundation for generating the rewritten utterance in a manner that aligns with

the contextual and speaker-aware nature of the task.

With this vector representation, the model ensures that the generated output

maintains the necessary information and characteristics of the dialogue, leading to

more effective and faithful utterance rewriting.

3.2.6 Learning Objectives

During the training phase, an input sequence is constructed by concatenating the

dialogue context, the last utterance, and the rewritten last utterance, employing the

teacher-forcing methodology. To train the model effectively, we adopt a joint-learning

methodology of the three distinct tasks illustrated above: Rewriting Classification,

Speaker Identification, and Utterance Rewriting.

The objective of the Rewriting Classification task involves binary classification,

where the model predicts the class label (rewrite or no-rewrite). The loss function

used for this task is the two-class cross-entropy, which measures the dissimilarity

between the predicted class pCLS and the ground truth label yCLS .

LCLS = −log((yCLS)T pCLS) (3.5)
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For the Speaker Identification task, the loss function employed is also the two-class

cross-entropy. This choice of loss function is suitable because all the utilized multi-

turn dialogue-based utterance rewriting datasets consist of dialogues involving only

two speakers.

The predicted class for token k’s Speaker Identification is denoted as pIDEN
k

and the ground truth label is represented as yIDEN
k . The two-class cross-entropy

loss function effectively measures the dissimilarity between the predicted speaker

identification and the true speaker labels. By learning to minimize this loss, the model

becomes proficient in assigning the correct speaker to each token, contributing to

the generation of contextually appropriate and speaker-aware rewritten utterances.

LIDEN =
l∑

k=1

−log((yIDEN
k )T pIDEN

k ) (3.6)

In the Utterance Rewriting task, the approach is similar to the standard language

modeling task. The loss function employed is the cross-entropy, which measures the

dissimilarity between the predicted sequence pGEN and its corresponding ground-

truth sequence yGEN .

During training, the model generates a sequence of tokens pGEN , and the objective

is to minimize the cross-entropy loss between this generated sequence and the actual

ground-truth sequence yGEN . The cross-entropy loss is computed at each time step

t in the sequence, evaluating the dissimilarity between the predicted tokens and the

true tokens.

By optimizing this loss function, the model learns to generate rewritten utter-

ances that closely match the ground-truth utterances. This objective fosters the
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development of accurate and contextually appropriate rewritten utterances, enabling

the model to effectively reformulate incomplete utterances in a dialogue.

The use of cross-entropy as the loss function ensures that the model’s generation

process aligns with the desired ground-truth sequences, promoting the acquisition of

coherent and accurate utterance rewriting capabilities.

LGEN =

T∑
t=1

−log((yGEM
t )T pGEN

t ) (3.7)

The final loss is the sum of all these losses:

L = LCLS + LIDEN + LGEN (3.8)

3.3 Experimental Settings

In our model, the GPT-2 decoder layers and the classification layers are initialized

with pre-trained weights from the GPT-2 small model, leveraging the knowledge and

representations learned during pre-training. To fine-tune the model, we employ the

Adam optimizer [23] with an initial learning rate of 5e− 05. The training process is

conducted on a single GPU (GeForce RTX 3090).

The batch size varies for each dataset: 15 for CREAD, 24 for Task, 5 for CANARD,

and 24 for MedDial. These batch sizes are carefully chosen to balance computational

efficiency and model performance. We use early stopping during training, where the

model stops further training if it does not show performance improvement for over 5

epochs. We use the performance of utterance rewriting on the F1 score of utterance

rewriting for the validation set as the criterion.
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3.4 Evaluation Metrics

To ensure a fair comparison with previous studies, we adhere to the same

evaluation metrics for each dataset. These evaluation metrics vary depending on

the specific datasets.

For evaluating the quality of the generated utterances, we report the standard

BLEU [24] scores, which measures the similarity between the generated sentences

and the target sentences. The BLEU score provides a quantitative measure of how

closely the generated utterances align with the desired target utterances.

In addition to the BLEU score, we also adopt an F1 score, as introduced in

[13], to assess the quality of the rewritten parts within the generated sentences.

Especially for CREAD dataset, the F1 score specifically focuses on comparing the

machine-generated words with the ground truth words considering only the ellipsis

or co-reference parts of the user utterances. This allows us to gauge the accuracy and

fidelity of the rewritten sections. Following the previous work [12], we also present

the performance of the coreference resolution in the generated rewritten queries, as

RM ratio. The RM ratio indicates the percentage of successfully generated referents

in the ground-truth coreference links. A higher RM ratio signifies a higher quality

of coreference resolution, as it reflects the model’s ability to accurately identify and

generate referents in the rewritten queries.

Additionally, we incorporate ROUGE measures as part of the evaluation process.

ROUGE measures assess the overlapping n-grams between the generated rewritten

utterances and the corresponding reference utterances. Specifically, we employ the

standard ROUGE metric, which considers the n-gram overlap between the generated

and reference utterances. This metric provides a quantitative measure of the degree

of similarity in terms of shared n-grams. Furthermore, we utilize ROUGEL measure,
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which focuses on identifying the longest matching sequence between the generated

and reference utterances. ROUGEL metric emphasizes capturing the most substantial

and comprehensive similarities in terms of sequence alignment.

By incorporating these evaluation metrics, we aim to provide a comprehensive

assessment of the performance and quality of the generated rewritten queries, taking

into account both overall sentence similarity and the specific aspects related to

coreference and ellipsis.
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4 Reuslts and Analysis

In this chapter, we present the outcomes of the experiments conducted as part

of this study, focusing on the evaluation of the four distinct datasets mentioned in

Section 3.1. Again, as the purpose of this study focuses on comparing the baseline

model and our proposed model, the analysis encompasses the rewriting result of the

dataset CREAD. Yet, the results includes the model’s performance on every dataset,

examining various metrics and indicators to assess the effectiveness of the proposed

approach. Thus, in this section, we aim to provide an in-depth understanding of

the model’s capabilities and its ability to address the challenges of dialogue-based

utterance rewriting.

4.1 Results

As discussed previously, the evaluation metrics employed for each dataset exhibit

significant variability. Thus, we proceed to follow the specific evaluation methodology

employed for each individual dataset in accordance with the existing approaches.

Table 4.1 The utterance rewriting results on CREAD dataset.

Prec. Rec. F1 BLEU RM

CREAD (Tseng et al., 2021 [12]) 61.0 59.5 60.2 90.2 82.0
Proposed Model 65.1 62.6 63.8 90.6 81.5
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For the first part of the Results section, we present a comprehensive analysis of

the results obtained from the CREAD dataset in Table 4.5. The table includes metrics

such as Precision, Recall, F1 score, BLUE, and RM.

As explained above, the scores are calculated confining the sections that the

rewriting is required. The best scores for each metric are highlighted in bold, and

the results of the baseline model are sourced from its respective research paper [12].

Upon analyzing the results, we observe that our proposed method surpasses the

baseline model in all evaluated metrics except for RM. Notably, the Precision metric

demonstrates a remarkable improvement of 4.1%, and the F1 score exhibits a notable

increase of 3.6%. These findings highlight the effectiveness of our proposed model in

the task of utterance rewriting.

It is important to see why RM showed lower performance from our method. The

baseline model adopts a novel attention module that leverages explicit coreference

links in the last utterance of a dialogue and the dialogue context. However, our model

achieves comparable results without using this explicit information.

Overall, our proposed model showcases exceptional performance in the task of

utterance rewriting in terms of the result of automatic evaluation, outperforming the

baseline approach and highlighting the significance of leveraging dialogue-specific

properties for enhanced performance without the need for explicit coreference anno-

tations.

Secondly, we present a rewriting results obtained from the CANARD dataset illus-

trated in Table 4.2. Regarding the BLEU scores, our proposed model exhibits superior

performance compared to all baseline models. The improvement in BLEU scores

indicates a substantial enhancement in capturing the semantic aspects of utterance

rewriting. This improvement signifies the model’s ability to generate rewritten
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Table 4.2 The utterance rewriting results on CANARD dataset.

B1 B2 B4 R1 R2 RL

Pro-Sub (Elgohary et al., 2019 [13]) 60.4 55.3 47.4 73.1 63.7 73.9
Ptr-Gen (See et al., 2017 [8]) 67.2 60.3 50.2 78.9 62.9 74.9
RUN (Liu et al., 2020 [10]) 70.5 61.2 49.1 79.1 61.2 74.7
RaST (Hao et al., 2021 [25]) 53.5 47.6 38.1 62.7 50.5 61.9
MST (Jin et al., 2022 [26]) 66.6 59.9 48.7 79.5 64.1 79.0
HCT (Jin et al., 2022 [26]) 68.7 62.3 52.1 80.0 66.5 79.4
SARG (Huang et al., 2021 [12]) 60.4 55.3 47.4 73.1 63.7 73.9
Proposed Model 74.8 66.4 54.5 77.7 64.2 75.0

utterances that closely align with the desired target utterances, demonstrating its

effectiveness in capturing the intended meaning.

However, it is worth noting that our model did not achieve the state-of-the-art

performance in terms of ROUGE scores. While the ROUGE scores may not reach the

highest level, the overall performance suggests that our model successfully captures

important aspects of the rewriting process and produces coherent and contextually

appropriate rewritten utterances.

These results highlight the model’s strength in improving the semantic quality

of the rewritten utterances, as evidenced by the substantial increase in BLEU scores.

Although further improvements may be necessary to achieve the state-of-the-art

performance in terms of ROUGE scores, the overall performance of our proposed

model demonstrates its effectiveness and competitiveness in the field of dialogue-

based utterance rewriting.

Thirdly, we present a rewriting results obtained from the Task dataset illustrated

in Table 4.3.
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Table 4.3 The utterance rewriting results on Task dataset.

EM B4 F1

Ellipsis Recovery [6]) 50.4 74.1 44.1
GECOR 1 (Quan et al., 2019 [12]) 68.5 83.9 66.1
GECOR 2 (Quan et al., 2019 [12]) 66.2 83.0 66.2
RUN (Liu et al., 2020 [10]) 69.2 85.6 70.6
Proposed Model 64.6 88.0 71.8

Analyzing the results presented in Table 4.3, it is evident that our proposed

model did not achieve outstanding performance in the Task dataset in terms of EM.

Notably, the EM (Exact Match) score is particularly low compared to the highest

result achieved by the RUN model [10]. This discrepancy can be attributed to the fact

that our proposed model generates the last utterance of the dialogue from scratch,

while the RUN model utilizes a copy mechanism that allows it to essentially copy the

last utterance. As a result, the RUN model tends to make fewer mistakes compared

to our model.

However, despite not excelling in terms of the EM score, our proposed model

outperforms other models in terms of BLEU and F1 scores. This indicates a significant

overlap between the gold rewritten utterance and the predictions made by our model.

The high F1 score highlights the model’s ability to capture and reproduce key

elements from the target utterances, demonstrating its proficiency in generating

rewritten utterances that closely align with the desired outputs.

Although our model may lag behind in terms of exact match accuracy, the

impressive performance in terms of F1 scores emphasizes its capability to produce

rewritten utterances that exhibit substantial agreement with the gold standard

references. This suggests that while the model may not generate the exact same
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utterance as the reference, it is adept at capturing the essential information and

context required for effective utterance rewriting.

Finally, we present the results of the rewrite obtained from the MedDial dataset,

which we specifically constructed for evaluating our proposed model in the Medical

domain. As MedDial is a very small dataset for the finetuning a deep learning model,

we conduct an experiment using the weights obtained from training the baseline

datasets CREAD, and further train and evaluate with MedDial.

Table 4.4 The utterance rewriting results on MedDial dataset

Prec. Rec. F1 BLEU ROUGE1 ROUGE2 ROUGEL

Proposed Model 82.95 67.16 74.23 74.62 87.05 81.51 86.70

The results obtained from the MedDial dataset, which was exclusively constructed

by our team, provide a unique perspective on the performance of our proposed model

in the context of medical dialogues. As the dataset was specifically designed to

evaluate our model’s effectiveness in the Medical domain, the results obtained are

exclusive to our proposed model.

The evaluation of the MedDial dataset demonstrates promising results, as indi-

cated by the significantly higher Precision, Recall, and F1 scores compared to the

CREAD dataset. These results affirm the efficacy of our model in the task of utterance

rewriting within the medical domain. Notably, it is important to consider that the

composition of the data samples requiring rewriting differs between the MedDial and

CREAD datasets. In the MedDial dataset, over 50% of the utterances contain ellipsis,

whereas the CREAD dataset has a higher proportion of data samples belonging to the

no-rewrite class, accounting for over 70% out of total data samples.

Despite the difference in data composition, our model showcases superior per-

formance in utterance rewriting for dialogues between medical professionals and
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patients. This suggests that our model effectively handles the challenges posed by

medical dialogues, particularly in capturing and reformulating contextually incom-

plete utterances. The higher scores achieved in the medical domain highlight the

model’s proficiency in addressing the unique linguistic characteristics and complexi-

ties inherent in medical conversations.

In summary, the results obtained from the MedDial dataset demonstrate its

effectiveness and superiority in the task of utterance rewriting within the context of

medical dialogues. These results validate the model’s ability to handle the specific

challenges posed by dialogues between medical professionals and patients, contribut-

ing to the advancement of dialogue systems in the medical domain.

4.2 Ablation Study

In this section, we examine the impact of individual components within our

integrated model on the performance of utterance rewriting. In comparison to the

baseline model, we enhance the system by incorporating a Decoupling-Fusing layer

and integrating the task of Speaker Identification. We aim to identify how these parts

contribute to the performance improvement.

Table 4.5 The ablation study on CREAD dataset.

Prec. Rec. F1 BLEU RM

Proposed Model 65.1 62.6 63.8 90.6 81.5
- Decoupling-Fusing 64.7 58.7 61.5 90.1 81.8
- Speaker Identification 58.9 59.3 59.1 90.0 82.4

In terms of RM, we did not observe notable improvements resulting from these

components. The rationale behind this lies in the fact that, unlike existing approaches
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that employ a copy mechanism, our proposed model generates self-contained utter-

ances entirely from scratch. As a result, there are instances where our model produces

considerably more sensible utterances than the provided gold rewritten answer. In

these instances, the model does not receive high scores in terms of RM evaluation

despite the correct semantic meaning conveyed by the generated utterance.

However, in general, both components in our proposed model have made sig-

nificant contributions to the performance of utterance rewriting. Notably, when

excluding the Speaker Identification task, the model exhibits a significant decline in

performance. This underscores the essential role of speaker information in effectively

rewriting incomplete dialogue utterances. The result from the ablation study suggests

that incorporating distinctive dialogue properties, which differentiate it from plain

text, leads to the overall enhancements in utterance rewriting.

4.3 Analysis

Our proposed method for IUR integrates utterance and speaker information

in a dialogue. This can significantly enhance the performance and efficacy in most

datasets for IUR. The improvement can be attributed to the following reasons:

increased contextual understanding, improved sequential processing and enhanced

coherence.

First, conversations inherently have a structure where every utterance builds

upon previous ones, creating a rich context. Both the speaker’s identity and their

utterance in the conversation contribute to this context. Considering these factors

in a model can enhance the understanding of the context, leading to more accurate

identification and resolution of incomplete utterances.
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For instance, the speaker information can provide clues when there are multiple

people in a single dialogue.

Figure 4.1 The comparison of the utterance rewriting results from the baseline

model and our proposed model for “coreference” in CREAD dataset.

In Figure 4.1, there are more than two people in a dialogue even except for the

speakers directly participating in the conversation. “them” in the last utterance of

the dialogue here refers to “Tiffany and Ronda”, but the baseline model generates

the wrong tokens “Ronda Ronda”. On the other hand, our proposed model correctly

generates who “them” in the dialogue refer to, owing to utilizing the speaker-aware

representations from Decoupling-Fusing network.

Second, the utterance in a dialogue signifies the sequence of the conversation.

The model can understand the conversation better when it considers this sequence,

making the interpretation and rewriting of incomplete utterances more contextually

appropriate. For instance, an utterance might not explicitly represent what it actually

means as in Figure 4.2 because the referent is already mentioned several utterances

earlier.
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Figure 4.2 The comparison of the utterance rewriting results from the baseline

model and our proposed model for “ellipsis” in CREAD dataset.

In this example dialogue, the phenomenon of ellipsis has occurred in the last

utterance. The baseline model recovered the omitted word “Frosty the snowman”

correctly. Our model, on the other hand, generates more specifically, additionally

using the word “recording of” present in the previous utterances. In the cases as

the above example, utterance information helps the sequence and flow of the overall

dialogue, guiding the model in its resolution of the ellipsis by effectively capturing

and using the word in the context.

Lastly, utterance and speaker information contribute to the cohesion and coher-

ence of the dialogue. Cohesion relates to how sentences connect with each other,

while coherence is about how each utterance contributes to the overall meaning of

the conversation. Understanding who is speaking and when allows the model to

maintain the narrative’s coherence, leading to more natural and accurate rewritten

utterances.

By incorporating utterance and speaker information into the model, we succeed

in aligning the model more closely with the way human conversation works. As

illustrated in in Figure 4.3, the model successfully rewrites the last utterance in a
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Figure 4.3 The utterance rewriting results from our proposed model in MedDial

dataset.

dialogue by substituting the word “her” with “my daughter”. Remarkably, despite the

presence of the term “your daughter” in the dialogue contexxt, our proposed model

effectively captures the cohesion and coherence of the conversation and refrains from

directly copying the word “your” from the context.

In summary, our proposed model exhibits a better understanding and processing

of the complexities within human dialogue, resulting in the improvement in the

performance of the IUR task.
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5 Conclusion

In this study, we introduce a novel method to enhance the performance of

the Dialogue-based Incomplete Utterance Rewriting task. By capitalizing on the

advancements of Transformer-based Pretrained Language Models, we use GPT-2 as

the backbone architecture for our model.

The key concept behind our model is to leverage the intrinsic properties unique

to dialogues, which differ from those found in free-text contexts. Specifically, we

consider utterance and speaker information as crucial components in a dialogue and

utilize a Decoupling-Fusing layer to capture the aforementioned properties in the

representation. This approach allows us to create an utterance and speaker-aware

vector representation, which captures the nuances and dynamics of the conversation.

Furthermore, we facilitate joint learning by using three specific tasks within our

model. By jointly training on these tasks, we could enhance the overall performance

of the IUR.

To evaluate the effectiveness of our proposed model, we conducted extensive

testing on three publicly available datasets and a specially constructed dataset.

Through rigorous evaluation on multiple datasets, including publicly available and

specially constructed ones, we demonstrate the effectiveness and superiority of our

approach. The integration of utterance and speaker information, coupled with the

power of GPT-2, enables our model to achieve remarkable results in rewriting

dialogues and producing self-contained utterances.
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The lack of curated datasets in the medical domain poses challenges in train-

ing robust and contextually aware AI dialogue models for healthcare-related tasks.

Without access to comprehensive and domain-specific datasets, the performance and

reliability of AI-based systems in the medical domain may be compromised. Therefore,

the development of the appropriate datasets is crucial to unlock the full potential of

AI-based dialogue systems in healthcare. Collaborative efforts and a commitment to

develop in-domain datasets should be made to foster the advancement and adoption

of transformative technologies, which would ultimately leads to enhanced healthcare

outcomes and improved patient care.
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Appendix

A Masks

In this section, we present an example dialogue and its corresponding M1 mask.

This mask guides the model to attend to the tokens in the same utterance, thereby

capturing the information of identical turn information.

Figure A.1 An example dialogue.

Figure A.2 Introduced mask M1 for the example dialogue .
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B Utterance Rewriting Annotation Guideline

In this section, we present an annotation guideline used for the MedDial

rewriting dataset construction. The guideline was created based on [12].
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국 문 초 록

대화 기반 불완전 발화 다시쓰기(Dialogue-based Incomplete Utterance Rewriting,

IUR)는 대화 내에서 문맥 정보가 있어야 이해할 수 있는 발화(context-dependent

utterance)를 문맥과 독립적으로 떼어 놓아도 이해 가능한 완전한 발화(self-contained

utterance)로 다시 작성해주는 태스크이다. 최근 AI 기반 챗봇이 널리 사용됨에 따라

시스템이 대화를 효과적으로 처리하고 이해하는 것의 중요성이 대두되고 있다. 이 점

에서 IUR은 대화 시스템의 전반적인 성능을 향상시키기 위한 접근법 가운데 하나로서

주목 받았다.

최근의 BERT와 GPT와 같은 Transformer 기반 사전 훈련 대형 언어 모델은 이

분야의 발전에 크게 기여하였다. 이러한 모델들은 언어 자체에 대한 이해를 기반으로

IUR의 성능 향상을 이끌어냈다.

본 연구에서는 대화 기반 IUR 태스크의 성능을 향상시키기 위해 대화의 본질적

특성을 활용한 새로운 접근 방식을 제안한다. 제안된 방법론은 Transformer 기반 사전

훈련 대형 언어 모델인 GPT-2에 화자 및 발화 정보를 도입함으로써, 대화의 문맥을 효

과적으로 포착하여 완전한 발화를 생성할 수 있게 한다. 모델은 일반적인 글(free-texts)

과 구분되는 대화의 특성을 고려할 수 있게 되어, 일관성 있고 문맥에 적합한 발화를

생성할 수 있었다. 기존 연구에서와는 달리 참조하는 단어와 실제 대상의 상호 참조

정보에 대한 추가적인 어노테이션 없이도 좋은 성능을 달성할 수 있었다는 것 또한

제안된 모델이 기여한 부분이다. 이는 훈련용 데이터 구축에 있어서 라벨링 작업의 부

담을 줄여주어, 기존 접근법에 비해 더 확장 가능하고 효율적인 접근 방식을 제공할 수

있다는 것을 의미한다.
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제안된 방법론을 평가하기 위해 우리는 공개된 IUR 데이터셋 세 가지와 직접 구

축한 추가적인 데이터셋에 대한 포괄적인 평가를 실시하였다. 그 결과 대부분의 평가

지표에서제안된방법론이기존접근방식보다향상된성능을달성하였다. 제안된방법

론은 모델에 대화 데이터가 가지는 고유의 특성을 반영하여 성능 향상을 이끌어냈으며

상호 참조 라벨링에 의존한 기존의 접근법에 비해 훨씬 적용하기 용이하다고 판단되어,

결과적으로 대화 기반 발화 다시쓰기에 기여하였음을 확인할 수 있었다.

키워드: 다시쓰기, 대화, 발화, 상호참조, 생략, 분리-융합, GPT-2

학 번: 2021-20816
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