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Abstract 

With the aging population on the rise, there is a growing emphasis on 

geriatric illnesses, with sarcopenia being a notable focus. Comparable 

to physical aging, sarcopenia manifests as a decline in muscle mass, 

strength, and physical performance as one ages. This condition is 

linked to heightened mortality rates, osteoporosis, fractures, and other 

ailments. While once perceived as a natural aspect of getting older, 

recent times have officially recognized sarcopenia as a distinct medical 

condition. Recently, the World Health Organization (WHO) listed 

sarcopenia as an official disease code, and Korea has also assigned a 

disease code (M62.5) to sarcopenia. 

As individuals age, the diminishing muscle mass, strength, and 

physical function elevate the risk of falls and susceptibility to 

secondary health issues. The pace of this decline varies among 

individuals and stems from a blend of fixed genetic components and 

environmental influences. Epigenetic inquiries are imperative to 

decipher the intricate interplay between genetic and environmental 

elements, the epigenetic factors associated with sarcopenia are still 

not well understood.  

Epigenetics is the phenomenon of influencing gene expression 

without changing the DNA sequence, which is known to be influenced 

by environmental factors encountered throughout life. The primary 

mechanisms within epigenetics involve DNA methylation and histone 

modifications, with DNA methylation emerging as a pivotal player in 

the processes of biological aging and the emergence of chronic 
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ailments. The notion of link between sarcopenia and DNA methylation 

has been introduced, driven by observations that alterations in muscle 

mass and function, a consequence of aging and diverse diseases, 

coincide with DNA methylation shifts. Therefore, this study purpose 

to unveil potential sarcopenia biomarkers within the Korean population, 

utilizing data sourced from the Korean Genome Epidemiology Study 

(KoGES), and subsequently, to generate a diagnostic and predictive 

model for sarcopenia using machine learning algorithms, leveraging 

the genome as a foundation.  

Using data from the Korea Genome and Epidemiology Study (KoGES) 

from 2004 to 2013. A total of 110 participants (82 male and 28 female) 

were included to investigate the association of the identified 

differentially methylated DNA probes with the occurrence of 

sarcopenia. Participants were categorized according to two variables: 

muscle mass (appendicular skeletal muscle index; ASMI) and muscle 

strength (handgrip) according to the criteria of Asian sarcopenia. The 

sarcopenia groups were determined by dividing lower and upper 

quantile of the total data. The differentially methylated DNA probes 

data were assayed with the Infinium Methylation Epic Beadchip from 

Infinium, and after appropriate data processing steps, including 

normalization and correction for DNA methylation batch effects, a total 

of more than 740,000 markers within genes were obtained. 

Differentially methylated DNA probes were subsequently analyzed 

using criteria of  |logFC| > 0.15 and FDR	adjust	5 − value < 0.05. In the 

male group, 99 hypermethylation and 67 hypomethylation were found, 
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but in the female group, the threshold was not met, and the differential 

methylation analysis could not be performed. Hence, the data from the 

female group was excluded due to the absence of significant results 

concerning differential methylation. 

 To identify key biomarkers, a total of 166 differential methylation 

probes were analyzed. To ensure that the variable data were normally 

distributed, 134 variables were removed using Pearson correlation. 

Recursive feature elimination cross-validation (RFECV) was then used 

to select significant variables. Finally, a total of 10 probes with 

significant associations were identified. Using the 10 probes, built a 

diagnostic model for sarcopenia using a majority voting ensemble that 

combines the predictions of multiple models. This ensemble technique 

was used because it is a technique that can be used to improve model 

performance and can achieve better performance than a single model. 

The train and test data sets were split 7:3 for analysis. The train 

dataset was trained using four algorithms: decision tree, random forest, 

logistic regression, K-Nearest Neighbors, and Naïve Bayes, and the 

predictions of the individual models used were combined to derive the 

majority voting value. Finally, the diagnostic model was evaluated 

using the test data set, and the diagnostic performance was evaluated 

using the area under the curve (AUC) value. The constructed model 

showed high accuracy (96%) in identifying the genetic phenotype of 

sarcopenia in Koreans.  

In addition, three of the 10 selected probes, TCF12, RYR2, and 

ZNF415 were identified as potential biomarkers of sarcopenia. The 
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TCF12 gene has a significant impact on muscle development and 

regeneration, while RYR2 is known for its role in heart muscle and may 

also affect skeletal muscle through its interaction with RYR1 receptors. 

Regarding ZNF415, although it has not been extensively studied 

compared to other genes, it participates in various cellular processes, 

including gene and transcriptional regulation. Previous research has 

linked ZNF415 to sarcopenia, suggesting its potential association with 

the condition. 

Furthermore, given that aging is linked to a reduction in muscle mass, 

strength, and overall bodily functions, examined their correlations with 

aging using the 10 identified probes. Among these, RYR2 exhibited the 

most pronounced negative correlation with age (r = -0.64), 

highlighting that sarcopenia is not exclusively limited to the elderly; it 

can also manifest in middle-aged individuals. This underscores the 

significance of addressing muscle aging during middle age to 

potentially forestall or alleviate the onset of sarcopenia. 

Using machine learning techniques, potential genetic biomarkers of 

sarcopenia were identified, and an early prediction model with high 

diagnostic performance for sarcopenia was successfully developed. 

Despite the enhanced predictive capability for sarcopenia, conducting 

comprehensive cellular and molecular biological validation is crucial to 

elucidate the connection between the identified methylation candidate 

molecules and sarcopenia. The identified potential genetic biomarkers 

of sarcopenia offer valuable insights into the underlying mechanisms 

of sarcopenia risk in Koreans and serve as a valuable reference for 
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targeted interventions. 
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Chapter 1. Introduction 

1.1. Significance of Research 

Sarcopenia is a muscle disease characterized by the progressive 

muscle mass and strength decline, is commonly associated with aging 

(Chen et al., 2014). While aging can be a major factor in causing 

sarcopenia, it is often secondary to degenerative diseases, in addition 

to diseases of the muscles themselves (Alfonso J. Cruz-Jentoft et al., 

2010). Despite extensive research on sarcopenia, the epigenetic 

factors associated with sarcopenia are still not well understood.  

Epigenetics refers to the process of regulating gene expression 

without altering the DNA sequence and is influenced by various 

environmental factors encountered throughout our lifetime. DNA 

methylation and histone modification are the main mechanisms of 

epigenetics, with DNA methylation being closely associated with 

biological aging and the development of chronic illnesses. Sarcopenia, 

characterized by changes in muscle quantity and quality due to aging 

or other diseases, is also linked to DNA methylation. Muscle, being 

essential for metabolite storage and conversion, can influence DNA 

methylation through alterations in muscle mass or metabolite levels.  

For example, inflammatory cytokines, like tumor necrosis factor-alpha 

and interleukin-, contribute to muscle loss and impaired regeneration 

during aging (Kwak et al., 2018). Besides, elevated serum levels of 

certain markers, such as including interleukin-6, secreted protein 

acidic and rich in cysteine, and macrophage migration inhibitory factor, 
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are observed in individuals with sarcopenia, while insulin-like growth 

factor 1 levels are lower. Thus, combination of these serum levels 

could potentially serve as biomarkers for sarcopenia, and studying 

DNA methylation in blood may provide insights into the systemic 

factors involved in this condition (Kwak et al., 2018). If there is an 

overlap in DNA methylation patterns between blood and muscle biopsy 

samples, easily accessible blood samples could be used for further 

research and potential biomarker applications (He et al., 2019). 

DNA methylation is a significant epigenetic mechanism involving 

chemical modifications to the DNA molecule (Moore et al., 2013). It 

plays a dynamic role in regulating gene expression during development 

and differentiation (Jones et al., 2015). Methylation occurring within 

intragenic regions, especially CpG islands, can have various functional 

impacts. For instance, methylation within actively transcribed genes 

can hinder gene expression by reducing the efficiency of RNA 

polymerase II elongation (Lorincz et al., 2004). Intragenic DNA 

methylation also serves to prevent spurious transcriptions and can be 

regulated by other CpG islands acting as transcription initiators 

(Jeziorska et al., 2017). Additionally, CpG shores, located near CpG 

islands, can influence gene expression through methylation (Rao et al., 

2013). Various factors, including age, lifestyle, nutrition, and 

environmental elements like air pollution, can influence patterns of 

DNA methylation (Barrès et al., 2012; Martin & Fry, 2018; Nitert et al., 

2012; Santos et al., 2019; Seaborne et al., 2018). 
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In the medical field, the identification of potential disease biomarkers 

based on epigenetics has gained significant importance. These 

biomarkers are utilized to develop predictive risk models that aid in 

diagnosing and predicting diseases in individuals (Moons et al., 2012). 

Prediction models can serve either diagnostic or prognostic purposes, 

aiming to provide objective measures to support physicians in clinical 

decision-making (Hendriksen et al., 2013). By accurately identifying 

individuals at risk of disease development, physicians can implement 

early prevention strategies and provide personalized, targeted care to 

those most vulnerable. Predictive modeling aims to estimate the 

probability of an event outcome rather than establishing causality 

between features (predictors) and an outcome (Waljee et al., 2014). 

The process involves two phases: development and application. During 

the development or training phase, a model is chosen and optimized 

using a representative dataset to predict the desired outcome. The 

optimized model is then applied to make predictions on new data. 

Machine learning approaches are employed for predictive modeling, 

where algorithms recognize relationships within a subset of training 

data and assess the model's predictive performance on a separate test 

dataset. The focus is on identifying relationships within the data, with 

less emphasis on understanding these relationships. Machine learning, 

compared to traditional statistical methods, excels in addressing 

complex and non-linear relationships present in real-world problems, 

making it a valuable tool across various fields. 
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The main objective of this research is to explore the variations in 

DNA probe methylation between individuals with sarcopenia and those 

non- sarcopenia in the KoGES (Korean Genome Epidemiology Study) 

using advanced machine learning techniques. By identifying specific 

DNA methylation patterns associated with different gene types, this 

study seeks to develop predictive and diagnostic algorithms capable 

of characterizing sarcopenia in the Korean population based on its 

epigenetic profiles. 
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1.2. Purpose of Research 

The purpose of this thesis is to develop a diagnostic model for 

sarcopenia in Koreans using machine learning. In order to accomplish 

that, will accomplish the following objectives:  

 

(1) To identify and compare sarcopenia and non-sarcopenia to 

identify distinct DNA methylation patterns in sarcopenia; 

(2) To select significant probe features among the differentiated 

DNA methylation probes using feature selection method;  

(3) To build a machine learning algorithm model that can improve 

the classification performance using the important probe. 

 

The identified methylation probes will provide valuable insights into 

the underlying mechanisms of sarcopenia risk in Koreans and provide 

potential references for targeted interventions. 

 

 

 

 

 

 

 

 

 

 



16 

 

1.3. Hypothesis of Research 

The study hypotheses are as follows: 

(1) Patients with sarcopenia will demonstrate distinct DNA 

methylation patterns in comparison to patients without 

sarcopenia. 

(2) After identifying the differentially methylated DNA probes, a 

feature selection process will be conducted to extract highly 

relevant features associated with sarcopenia. The resulting 

model is expected to outperform. 

(3) The selected DNA probes will be examined for their 

association with age, and it is anticipated that some probes will 

exhibit higher DNA expression in older individuals compared 

to middle-aged individuals. 
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Chapter 2. Background 

2.1. Sarcopenia  

2.1.1. Definition of sarcopenia  

Sarcopenia is a condition characterized by the progressive loss of 

skeletal muscle mass, often accompanied by a decline in muscle 

strength and performance (Chen et al., 2014; L. K. Chen et al., 2020; 

Evans, 1995). The term "sarcopenia" originates from the Greek words 

"sarx," meaning flesh, and "penia," meaning loss, which translates to 

"loss of flesh" (Alfonso J Cruz-Jentoft et al., 2010; Evans, 1995). It 

predominantly occurs in older individuals and is considered a natural 

consequence of the aging process in many cases (Evans, 1995; 

Massimino et al., 2021). Depending on the diagnostic criteria used, the 

prevalence of sarcopenia globally ranges from 10% to 40% of the 

population (Massimino et al., 2021; Mesinovic et al., 2019). Around the 

age of 50, the annual rate of muscle mass loss is estimated to be 

between 1& and 2%, with a concurrent 1.5% annual decrease in muscle 

strength between 50 and 60 years of age. Some studies have even 

reported reductions in muscle mass and muscle function beginning 

around the ages of 30 or 40 (Tan, 2020; von Haehling et al., 2010). As 

people reach the age of 60 and beyond, muscle strength tends to 

decline at a rate of 3% per year (Tan, 2020; von Haehling et al., 2010). 

Furthermore, from the age of 70 onwards, muscle mass is estimated 

to decrease by around 15-25% every ten years (Izzo et al., 2021). To 

sum up, sarcopenia can be classified into two types: primary and 
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secondary sarcopenia. Primary sarcopenia refers to the natural and 

persistent loss of muscle mass that occurs with aging (Santilli et al., 

2014). Secondary sarcopenia, on the other hand, is influenced by 

external factors such as lifestyle, physical activity, diet, comorbid 

diseases, or other underlying conditions (Santilli et al., 2014). Both of 

these factors contribute to the expression of sarcopenia, which affects 

DNA methylation. 

 

2.1.2. Diagnosis of sarcopenia  

Throughout the years, various definitions and guidelines have been put 

forward to diagnose sarcopenia, but a unified and comprehensive set 

of diagnostic criteria has not been established. The assessment of 

three key variable are typically employed to determine the presence 

of sarcopenia: (1) measurement of muscle mass, (2) evaluation of 

muscle strength, and (3) assessment of muscle function or 

performance (Alfonso J Cruz-Jentoft et al., 2010; Santilli et al., 2014). 

In 2019, the Asian Working Group for Sarcopenia (AWGS) introduced 

updated guidelines by retaining the core framework while making 

certain modifications to the cutoff values (L.-K. Chen et al., 2020). 

They also provided specific recommendations for different 

measurement methods. According to these guidelines, Asian 

sarcopenia is defined as the condition when both appendicular skeletal 

muscle mass and muscle strength fall below baseline values, or when 

appendicular skeletal muscle mass and physical performance are 

below baseline values (Kim & Won, 2020). The Asian Working Group 
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for Sarcopenia (AWGS) recommends cutoff values for muscle mass 

measurements of 7.0 kg/m2 for male and 5.7 kg/m2 or female using 

bioimpedance analysis, along with a handgrip strength cutoff of <26 kg 

for male and <18 kg for female.  

In this study, appendicular skeletal muscle mass was measured using 

bioelectrical impedance analysis (BIA), and the following equation 

(Equation 1) derived from (Xu et al., 2011) was used to calculate limb 

skeletal muscle mass: 

:ppendicular	skeletal	muscle	(ASM)

= 0.193 ∗ body	weight + 0.107 ∗ height − 4.157 ∗ gender

− 0.037 ∗ age − 2.631 

weight in kg, height in m, age in year, gender:1 for men and 2 for women 

Equation 1. Appendicular skeletal muscle mass calculator formula 
 

The appendicular skeletal muscle mass index (ASMI) was calculated 

using the measured appendicular skeletal muscle mass (ASM). 

Appendicular skeletal muscle mass index (ASMI) normalized by the 

body size [eg, ASM/height2] serves as an indicator of muscle mass. 

On the other hand, handgrip strength is a widely used and cost-

effective method for evaluating muscle strength in clinical settings. It 

is accessible, easy to measure using a handheld dynamometer, and has 

shown a correlation with leg strength (Ibrahim et al., 2016; Leong et 

al., 2015; Rossi et al., 2014). This reliable indicator is strongly 

associated with clinical outcomes and commonly employed in muscle 

strength assessments. Measurements were taken for both the left and 

right hand, and the average value was calculated. The study employed 
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two variables, muscle mass and strength, to classify participants into 

sarcopenic and non-sarcopenic groups. The Asian sarcopenia group's 

suggestions for variables were considered, but the criteria used for 

categorization were customized for the Korean population, considering 

their unique characteristics. This approach avoids adopting criteria 

solely based on various Asian races, as they may not entirely reflect 

the traits of Koreans. Therefore, in this study, the sarcopenia group 

was determined based on the lower and upper quantile of the entire 

dataset, providing a more accurate representation of sarcopenia 

prevalence in Koreans (Kim et al., 2018). 

 

2.1.3. Risk factor of sarcopenia in Korea   

Sarcopenia presents numerous negative health-related consequences, 

including impaired energy homeostasis and a detrimental impact on the 

quality of life for the elderly. The association between sarcopenic 

status in the elderly and various clinical outcomes, such as functional 

limitations, metabolic impairments, and increased cardiovascular risk, 

has become increasingly evident (Kim et al., 2015). It has been 

reported that individuals with severe sarcopenia are four times more 

likely to die within 2.6 years for various reasons, highlighting the 

importance of preventing sarcopenia before individuals reach old age 

(Bachettini et al., 2020). 

Korea is one of the fastest aging countries, as indicated by the Korea 

National Statistical Office. The dependency ratio for individuals aged 

65 and older is projected to reach 26.1% in 2023, with an estimated 
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increase to approximately 70% over the next 20 years (KOSTAT, 

2019). This ratio is expected to continue rising, leading to an 

increasing prevalence of sarcopenia in Korea due to the growing 

elderly population and increased life expectancy (Jang, 2018). Studies 

investigating the prevalence of sarcopenia in elderly Koreans aged 65 

years and above have reported a prevalence of 14.9% in male, 11.4% 

in female, and an overall prevalence of 13.1% in the elderly Korean 

population (Choo & Chang, 2021). Furthermore, a Korean study 

following 500 elderly patients over the age of 65 for six years found 

that the mortality rate was 2.99 times higher for men and 3.22 times 

higher for women with sarcopenia compared to the control group (Lim 

et al., 2010). Hence, early prevention of sarcopenia is crucial. 

 

2.2. Epigenetic and Sarcopenia  

2.2.1. Epigenetic and DNA methylation  

The term “epigenetics”, which literally means “on top of or above 

genetics”, refers to mitotically heritable patterns of gene expression 

without any change in the underlying DNA sequence. This phenomenon 

explains how more than 200 cell types with various functionalities and 

phenotypes consistently differentiate from the same DNA code 

(Bernstein et al., 2010; Esteller, 2006). The epigenome, on the other 

hand, encompasses the dynamic combination of molecular, chemical, 

and environmental factors that, along with the genome, determine the 

unique functional identity of each cell type (Jaenisch & Bird, 2003; 

Kanherkar et al., 2014). The physical organization of DNA, influenced 
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by its packaging into chromatin, plays a crucial role in epigenetic gene 

regulation as it determines the accessibility of the genomic code to 

transcription factors. Epigenetic regulation of gene expression is 

driven by four major mechanisms: (1) cytosine methylation, (2) post-

translational modifications of histone proteins such as methylation or 

acetylation, (3) chromatin remodeling, and (4) non-coding RNAs. 

In recent years, an increasing number of publications have reported 

the fundamental role of epigenetic alterations in pathogenesis and 

disease susceptibility, including sarcopenia (Antoun et al., 2022; 

Feinberg, 2007; He et al., 2019). This has been a key motivation for 

large-scale projects that provide publicly available resources of 

epigenomic maps for multiple tissues, such as the Roadmap 

Epigenomics Project and Blueprint Epigenome Project (Adams et al., 

2012). DNA methylation is an extensively studied and well-understood 

epigenetic mechanism that was initially proposed as a mechanism for 

long-term memory function (Jones, 2012). Epigenetics refers to 

heritable changes in gene expression that occur without altering the 

underlying DNA sequence. Recent advancements in next-generation 

sequencing and microarray technologies have greatly enhanced our 

understanding of epigenetics. Epigenetic mechanisms can be broadly 

categorized into three main types: DNA methylation, histone 

modification, and regulation by non-coding RNAs. DNA methylation 

involves the covalent addition of a methyl group to the C-5 position of 

the cytosine ring in DNA, resulting in the formation of 5-

methylcytosine (5mC). DNA methylation is predominantly observed on 
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cytosines followed by guanine residues (CpG), while it is less 

commonly found at non-CpG regions such as CpA, CpT, and CpC. CpG 

sites tend to cluster together in specific regions called CpG islands. In 

promoter regions, most CpG islands remain unmethylated to facilitate 

the binding of proteins to the DNA. Conversely, CpG islands located in 

gene bodies are often hypomethylated, leading to the silencing of 

repetitive DNA elements. The regulation of DNA methylation is carried 

out by a family of enzymes known as DNA methyltransferases 

(DNMTs), including DNMT1 and DNMT3. DNMT3 is responsible for 

de novo methylation during development, while DNMT1 acts to 

maintain methylation patterns during DNA synthesis (Moore et al., 

2013). 

 

2.2.2. Influences on DNA methylation  

During the early stages of development, such as embryonic and fetal 

development, epigenetics plays a crucial role in regulating the 

differentiation of cells and tissues by organizing the genome into active 

and inactive regions for transcription. As development progresses, 

especially during specific critical periods of differentiation, 

epigenetics orchestrates the precise activation or inactivation of sets 

of genes that determine the mature phenotype of cells and tissues at 

specific developmental stages (e.g., puberty, pregnancy, aging). 

Abnormalities in the sequence or composition of genes regulated by 

epigenetic mechanisms can lead to improper gene expression, 

resulting in disrupted differentiation processes and the development 
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of diseases. Epigenetics enables cells, tissues, and individuals to sense 

and respond to environmental cues, influencing how the genome is 

interpreted (Crews & Gore, 2011; Feil & Fraga, 2012; Ho, 2010; Zhang 

& Ho, 2011). Various external environmental factors have the potential 

to alter epigenetic programs in multiple cells and tissues, consequently 

increasing or decreasing the risk of disease development (Crews & 

Gore, 2011; Feil & Fraga, 2012; Ho, 2010; Zhang & Ho, 2011). In some 

cases, the effects of epigenetic disruptions may only become apparent 

at later stages of life (Tang et al., 2012; Tang et al., 2008), providing 

an explanation for the Barker hypothesis, which suggests that adult 

diseases can have their origins in early developmental stages (Godfrey 

& Barker, 2001; Hales & Barker, 2001). 

Inheritable information carried in the primary sequence of DNA 

plays a major role in determining variations in susceptibility and 

severity of diseases. Genome-wide association studies have noticed 

how germline genetic variations influence disease predisposition and 

outcomes (Hardy & Tollefsbol, 2011; Hartman et al., 2010; 

Sivakumaran et al., 2011). In addition, somatic changes in DNA 

sequence can drastically disrupt gene expression programs, leading to 

the genetic progression of diseases (Hartman et al., 2010). However, 

in recent years, research has firmly established that genome-wide 

association study findings, which involve common genetic variants, 

alone tend not to identify causal loci of complex diseases or predict 

individual disease risk (Gibson, 2012).  
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2.3. Computational Background  

2.3.1. Machine learning  

In this study, performed classification of sarcopenia were performed a 

machine learning model, which is widely used and highly regarded 

machine learning model among various artificial intelligence 

techniques. According to Arthur Samuel (1959), machine learning is 

defined as "the field of study that gives computers the ability to learn 

without being explicitly programmed." Computers have the capability 

to autonomously learn without human intervention. Through machine 

learning algorithms, computers can construct intricate mathematical 

models based on a training set, enabling them to make predictions for 

new or unseen data. This allows computers to uncover complex 

patterns from high-dimensional data, a task that may be challenging 

for humans to process and identify. With advancements in technology 

and computational resources, it is now feasible to train machine 

learning models on extensive datasets. As a result, there has been an 

increasing adoption of machine learning algorithms across various 

fields to address real-world problems. 

Machine learning encompasses various categories, including 

supervised learning, unsupervised learning, and reinforcement 

learning. Supervised learning and unsupervised learning are the main 

divisions based on the dependence on training data and the presence 

or absence of labeled data (Yu et al., 2017). Supervised learning 

involves training the computer using data with known labels or 

answers. The data is divided into training and test datasets. After 
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training the model using the labeled training dataset, the accuracy of 

the trained algorithm in predicting the outcomes can be evaluated 

using the test dataset. For instance, when creating a model to classify 

images of dogs and cats, researchers provide labels for dog and cat 

photos in the training dataset. Once the supervised learning process is 

complete, the model can accurately classify new images of animals as 

either dogs or cats. Supervised learning is intuitive and easy to 

understand, but it requires the effort of researchers to obtain high-

quality training data and select suitable learning algorithms to achieve 

good results. On the other hand, unsupervised learning is used when 

there are no predetermined labels in the training data. In this case, the 

model learns the inherent patterns within the input data without 

researchers specifying the groups to which the data belong. For 

example, when creating a model to classify animals in images without 

any prior information about each animal, the model learns and 

categorizes the animals solely based on visual patterns and colors 

present in the images. Unsupervised learning has the advantage of 

requiring less researcher intervention since there is no need to label 

the training data. However, it is more challenging to implement 

compared to supervised learning, and the results may differ from 

expectations due to the absence of predefined labels for the data 

(Arthur Samuel, 1959).  

 

  



27 

 

2.3.2. Machine learning in life sciences 

The rapid growth of biological data has led to the increased utilization 

of machine learning algorithms and techniques. These methods focus 

on uncovering valuable insights and concealed patterns from extensive 

and intricate datasets, resembling the search for valuable needles 

within a haystack. Machine learning involves the development of 

computer programs that enhance their performance through 

experience (Mitchell, 2007). Machine learning algorithms are designed 

to learn from available data or a training set and optimize a 

performance measure. The accuracy of these optimized measures is 

evaluated using a fitness function that defines the optimization problem 

in modeling tasks. In modeling problems, the algorithm's objective is 

to generate a model based on the training dataset and draw 

conclusions from it. In optimization problems, the goal is to find an 

almost optimal solution among all feasible solutions, which is a 

fundamental aspect of modeling problems (Larranaga et al., 2006).  

Machine learning method have demonstrated successful applications 

across various genomics domains. These include gene prediction 

(Mathé et al., 2002), identification of regulatory elements (Aerts et al., 

2004), analysis of biological sequences, detection of functional RNAs 

(Won et al., 2004), and prediction of epigenetic phenomena like gene 

expression using epigenomic data, allele-specific DNA methylation 

(He et al., 2015) and DNA-based age prediction (Vidaki et al., 2017). 

Additionally, machine learning has been utilized in systems biology to 

model biological networks and in evolutionary biology to construct 
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phylogenetic trees.  

 

2.3.3. Use of machine learning for disease 

prediction  

Machine learning has been widely applied across healthcare to address 

medical problems, including disease diagnosis (Bocchi et al., 2004; 

Klöppel et al., 2008), predicting health outcomes such as mortality, the 

development of disease, or other comorbidities (Doshi-Velez et al., 

2014; Hyland et al., 2020; Yu et al., 2010) , as well as predicting 

adherence to treatment (Son et al., 2010) and the utilization of 

healthcare resources (Patel et al., 2018). Ensemble machine learning 

approaches (e.g. random forest) have commonly shown robust 

performance as classification tools in disease areas, such as 

Alzheimer’s disease (Sarica et al., 2017) and cardiovascular disease 

(Hyland et al., 2020). In addition, unsupervised clustering approaches 

have been applied to stratify patients with similarly presenting 

conditions (Mossotto et al., 2017) as well as to identify different 

disease and comorbidity trajectories (Doshi-Velez et al., 2014). 

Particularly within healthcare, data is often heterogeneous, sourced 

from different modalities such as questionnaires, images, recordings, 

and a variety of omics analyses. Although methods that are able to 

integrate multiple data structures for single analyses are not yet well-

established, machine learning approaches used to integrate 

heterogeneous data have been applied to a number of areas in 

biomedicine (Zitnik et al., 2019).  
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2.3.4. Use of machine learning in sarcopenia  

Supervised machine learning approaches have also been applied to 

predict the occurrence of sarcopenia (Gu et al., 2023), as well as the 

changes in future sarcopenia exacerbation (Kim, 2021) using just X-

ray scans. Studies have also applied machine learning methods to 

optimize the management of healthcare resources, for example, by 

predicting activity, habits, and clinical decision-making at triage in 

adults presenting to the emergency department with sarcopenia 

exacerbation (Seok & Kim, 2023).  

Although the majority of machine learning applications within the 

sarcopenia field have focused on X-ray medical image analysis, 

prediction models have also targeted whole blood analysis with clinical 

relevance (Kang et al., 2019). However, there are few studies 

analyzing DNA methylation data using machine learning. Chung, 

Heewon et al. (2021) used a transcriptome database from 17,339 

genes from 118 subjects and accurately selected 27 genes for 

diagnosing sarcopenia. This study compared five machine learning 

algorithms against a conventional triage approach. The machine 

learning models selected 27 genes from three different continents 

(Europe, Africa, and Asia). They also created a web application to 

access the model. However, these improvements were not able to 

identify genomes that are found in Korea. 
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Chapter 3. Methods 

3.1. Study design and population   

This study was conducted a portion of the KoGES (Korean Genome 

and Epidemiology Study) dataset obtained from the Korean Center for 

Disease Control and Prevention. The largest cohort of KoGES is the 

survey of the Health Examinees-Gem (HEXA-G) cohort, and the 

dataset consists of participants’ medical and pharmacological history, 

anthropometric traits, and blood biochemistry traits (Health Examinees 

Study, 2015; Kim et al., 2017) is a population-based prospective 

cohort consisting of 173,357 urban Korean adults who underwent 

health examinations at 38 medical centers. Among total of 822 

participants, from whom DNA methylation data were included. 

KoGES_HEXA chort was used for quantitative metabolic traits analysis 

to examine whether metabolic traits were associated with the DNA 

methylation changes in identified DNA methylation CpG sites. 

Participants were male and female, aged 40-69 years, from 14 major 

cities across Korea and were recruited between 2004 and 2013. 

The variables used for the criteria for sarcopenia in this study were 

based on the 2019 Asian Working Group on Sarcopenia (AWGS) 

guidelines (L. K. Chen et al., 2020). The muscle mass, assessed by 

appendicular skeletal muscle mass index (ASMI; ASM/hieght2) and 

muscle strength, evaluated by handgrip variables were selected as 

diagnostic criteria. The following equation (Xu et al., 2011) was used 

to calculate appendicular skeletal muscle mass (ASM) as Equation 2: 
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Appendicular	skeletal	muscle	(ASM)

= 0.193 ∗ body	weight + 0.107 ∗ height − 4.157 ∗ gender

− 0.037 ∗ age − 2.631 

weight in kg, height in m, age in year, gender:1 for men and 2 for women 

Equation 2. Appendicular skeletal muscle mass calculator formula  
 

The appendicular skeletal muscle mass index (ASMI) was calculated 

using the measured appendicular skeletal muscle mass (ASM). ASMI 

normalized by the body size [eg, ASM/height2] is used as an indicator 

of muscle mass. Besides, muscle strength was measured by averaging 

the value obtained from the right and left hand. Cut-off values were 

applied as thresholds (Chen et al., 2014). All participants voluntarily 

signed an informed consent form before the study, and the study 

protocol was approved by the Institutional Review Boards (IRB) of the 

institutions that participated in KoGES. The KoGES_HEXA cohort 

performed in accordance with the Declaration of Helsinki and approved 

by the IRB of Theragen Etex (Approval Numbers: 700062-20190819-

GP-006-02). And also, this article received approval from Seoul 

National University IRB (IRB No. E2304/003-003). 

 

3.2. Analysis of DNA methylation arrays   

Genotype data were provided by the Center for Genome Science, 

Korea National Institute of Health. The bisulfite-converted genomic 

DNA from the sample hybridized to the Illumina MethylationEPIC 

BeadChIP array (Illumina, San Diego, CA, USA). The raw methylation 

intensity data were imported using the ChAMP package (version 
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2.8.3)(Morris et al., 2014) in R software (Aryee et al., 2014; Morris et 

al., 2014). Methylation probe filtering was conducted using 

champ.filter (Zhou et al., 2017) to exclude those with at least 5% of 

the probes that did not pass a 0.05 detection p-value threshold. Probes 

were then filtered based on > 0.01 detection p-value in more than 5% 

of the samples and < 3 bead count in at least 5% of the samples. 

Exclude non-CpG probes, multi-hit probes, probes matching SNPs, 

and probes located in chromosomes X and Y. Quality control steps 

were carried out using champ.QC to generate various plots and 

dendrograms to assess the distribution of methylation. Normalization 

of Type-I and Type-II probes was achieved using champ.norm (Fortin 

et al., 2016; Maksimovic et al., 2012) with the peak-based correction 

(PBC) method. Batch correlation method champ.combat was applied 

before analyzing different methylation to avoid misestimation of cell 

type (Johnson et al., 2007; Leek et al., 2012). Differentially methylated 

DNA probes were identified using champ.DMP (Smyth, 2004) by 

comparing sarcopenia to non-sarcopenia samples, and the FDR 

adjusted p-value adjustment was applied after conducting limma 

analysis.  

 

3.3. Machine-learning predictive models  

Predictor selection involved identifying probes from the differentially 

methylated DNA probes dataset that exhibited an absolute value of 10 

based logarithm of fold change (abs logFC) greater than 0.15 between 

sarcopenia and non-sarcopenia samples, with an FDR adjusted p-value 
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less than 0.05. Both hypermethylated and hypomethylated probes that 

were deemed relevant were included as predictors, while the patient's 

binary sarcopenia and non-sarcopenia status of the patients was 

considered as the response variable. 

 

3.3.1. Feature selection  

Feature selection methods aim to identify a subset of the most 

predictive features, reducing model dimensionality and noise to 

improve computational demand and potentially enhance prediction 

accuracy. In this study, the filter and wrapper method were used and 

compared to identify a subset of predictors with high classification 

accuracy from the candidate predictors. 

  

3.3.1.1. Pearson correlation values 

The Pearson correlation is a filter method used to select a subset of 

relevant features. Only the features that pass the filter are included 

in the model that is built afterward. Pearson correlation is a number 

between -1 and 1 that indicates the extent to which two variables 

are linearly related. Pearson correlation is suitable only for metric 

variables. The correlation coefficient has values between -1 to 1. 

When the value closer to 0 implies weaker correlation (exact 0 

implying no correlation). And when the value closer to 1 implies 

stronger positive correlation and -1 implies stronger negative 

correlation. In this study, probes with Pearson correlation values 

greater than 0.7 with others were removed from the data.  
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3.3.1.2. Recursive feature elimination with cross-

validation  

The recursive feature elimination with cross-validation (RFECV) 

is one of the wrapper methods which needs one machine learning 

algorithm and uses its performances as evaluation criteria. RFECV 

is an iterative process that aims to identify a subset of important 

features. It involves evaluating the relative importance of features 

and removing those considered least important. Each feature is 

assigned a weighting and ranked based on a specified importance 

criterion. The feature with the lowest ranking is removed from the 

pool of candidate features. This process is repeated, where the 

remaining features are used to retrain the random forest algorithm 

and update the feature importance ranking. This recursive 

elimination continues until only a single feature remains. At each 

elimination step, one or multiple features can be removed (Granitto 

et al., 2006; Guyon et al., 2002). In this study, the RFECV method 

was employed following the application of the Pearson correlation 

method to identify the most significant probes. These selected 

probes were then utilized to construct the final model.  

 

3.3.2. Classification algorithm  

A classification algorithm is necessary to perform the feature selection 

method. In this study, voting ensemble machine learning algorithms 

were selected. A voting ensemble method is an ensemble machine 
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learning model that combines the predictions form multiple other 

models. It is a technique that may be used to improve model 

performance, ideally achieving better performance than any single 

model used in the ensemble. A voting ensemble works by combining 

the predictions from multiple models. It can be used for classification 

or regression. In the case of regression, this involves calculating the 

average of the predictions from the models. In the case of 

classification, the predictions for each label are summed and the label 

with the majority vote is predicted. In this study, selected classifier 

performs based on the majority voting, random forest (RF) (Breiman, 

2001), K-Nearest Neighbors (KNN) (Cover & Hart, 1967), Naïve 

Bayes (NB) (Webb et al., 2010), decision tree (DT) (Safavian & 

Landgrebe, 1991). The performances of the classifiers generated 

based on these algorithms were compared in feature selection. These 

algorithms are widely used to tackle various biological and medical 

problems. In this section and were programmed in Python via Scikit-

learn module with tuning parameter.   

 

3.3.2.1. Random forest  

Random forest algorithms are utilizing a majority voting mechanism 

used for classification and regression tasks. They combine multiple 

decision trees to make predictions. Each tree is trained on a different 

subset of the data and a random subset of the features. During 

training, the trees independently make predictions, and the final 

prediction is determined by aggregating the individual predictions 
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through voting (for classification) or averaging (for regression). The 

randomness in the selection of data and features helps to reduce 

overfitting and increase the model's generalization ability. 

 

3.3.2.2. K-Nearest Neighbors  

The K-Nearest Neighbors (KNN) algorithm utilizes a majority voting 

mechanism and leverages data from a training dataset to make 

predictions for new records. When making predictions for a new record, 

the KNN algorithm identifies the k-closest records from the training 

dataset. Based on the target attribute values of these closest records, 

a prediction is made for the new record. The basic nearest neighbor 

algorithm selects the closest training instance to the arbitrary instance 

and returns its class label or target function value as the predicted value. 

The KNN algorithm extends this process by considering a specified 

number (k) of closest training instances instead of just one. The output 

of the KNN algorithm depends on whether it is used for classification 

or regression. In classification, the predicted class label is determined 

by majority voting among the selected k instances. In regression, the 

predicted value is the average of the target function values of the 

nearest neighbors. The choice of k allows for balancing between 

overfitting prevention and resolution, where higher values of k can help 

prevent overfitting but may result in less differentiation among similar 

instances. 
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3.3.2.3. Naïve Bayes  

Naïve bayes (NB) is a probabilistic classification algorithm based on 

Bayes' theorem. It assumes that all features are independent of each 

other given the class variable. The algorithm calculates the 

probability of a class label based on observed features using prior 

probabilities and likelihood. It selects the class label with the highest 

posterior probability as the prediction. NB algorithm is simple, 

efficient, and widely used in text classification and spam filtering. It 

requires a small amount of training data and is computationally 

efficient. However, it may not perform well if the independence 

assumption is strongly violated or if there is a significant class 

imbalance. Overall, NB algorithm is a powerful algorithm for fast and 

reliable classification tasks, leveraging probabilistic principles and 

feature independence assumption. 

 

3.3.2.4. Decision tree  

Decision tree algorithms are versatile and widely used in machine 

learning for classification and regression tasks. It uses a majority 

voting mechanism to make predictions. The algorithm builds a tree-

like model where each internal node represents a feature, and each 

leaf node represents a class label or a predicted value. The algorithm 

splits the data based on feature values to create homogeneous 

subsets. At each internal node, the algorithm selects the feature that 

provides the best split, often using measures like information gain or 

Gini impurity. The majority voting mechanism comes into play when 
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multiple samples reach a leaf node with different class labels. In 

classification, the class label that occurs most frequently among the 

samples is chosen as the prediction. In regression, the average value 

of the target variable among the samples is used. Decision trees are 

intuitive, interpretable, and capable of capturing complex 

relationships. However, it can be prone to overfitting and are 

sensitive to small changes in the data. Therefore, decision tree is 

commonly used to mitigate these issues by combining multiple 

decision trees and aggregating their predictions through majority 

voting. 

 

3.3.3. Hyperparameter tuning  

Each of the described machine learning algorithms has a set of 

hyperparameters that can be tuned to optimize classifications based 

on a given training dataset. However, not all hyperparameters are 

equally important for tuning purposes (Bergstra & Bengio, 2012). Grid 

search is a hyperparameter search strategy that exhaustively explores 

all combinations of hyperparameters to find the optimal set based on 

a specified performance measure within a cross-validation framework. 

While grid search is widely used, it can be computationally expensive 

depending on the algorithm and the size of the hyperparameter space. 

Moreover, considering a large number of hyperparameters may 

compromise the performance of grid search (Bergstra & Bengio, 2012). 

In contrast, random search involves randomly selecting a specified 

number of hyperparameter combinations to evaluate. It is a faster and 
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less computationally demanding method compared to grid search 

because it does not exhaustively search all possible combinations. 

However, there is a possibility of missing the optimal hyperparameter 

set. Nevertheless, studies have shown that random search is effective 

for evaluating a large hyperparameter search space, focusing on 

important tuning parameters, and often able to identify the optimal 

hyperparameter set (Bergstra & Bengio, 2012). When dealing with 

large parameter spaces, a dual search strategy can be employed to 

combine the advantages of random and grid search approaches. In this 

dual search strategy, a random search is initially conducted to quickly 

evaluate and narrow down the large hyperparameter search space. 

Then, an exhaustive grid search is applied to the condensed search 

space to definitively identify the best hyperparameter set (Bergstra & 

Bengio, 2012). 

In this research, the hyperparameters of the four machine learning 

algorithms were adjusted to optimize their performance. However, it 

was worth mentioning that hyperparameter tuning was conducted 

exclusively during the model training phase, as the default parameters 

are already known to deliver satisfactory predictive accuracy across 

a wide range of problem scenarios. 
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3.4. Statistical analysis  

Three types of analysis tools were used in this study. First, to analysis 

participants characteristics SPSS statistical program (Ver 26.0.02 

Chicago IL, USA) was used to analyze the data as follows. 

 

1) All demographic items were analyzed using descriptive 

statistics to obtain the mean (M) and standard deviation (SD).  

2) The significance level of all statistics is set at p<.05.  

 

Second, differentially methylated DNA probes data obtained through 

statistical analysis were analyzed using R studio (Ver 2022.12.0 +353) 

from DNA raw data. Lastly to analyze the learning process of each 

machine learning model using Scikit-learn: Machine Learning in 

Python (Pedregosa et al., 2011) (Ver 3.9.13) was utilized. 
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Chapter 4. Results 

4.1. Clinical characteristics of study participants 

The clinical characteristics of the study participants are presented in 

Table 1. A total of 110 individuals were included in the analysis to 

investigate the DMPs associated with sarcopenia, comprising 82 male 

(37 sarcopenia cases and 45 non-sarcopenia controls) and 28 female 

(12 sarcopenia cases and 16 non-sarcopenia controls) were included 

to investigate the DMPs associated with sarcopenia.  

Among the male participants, the non-sarcopenia group exhibited 

higher values for weight, body mass index, handgrip strength, and 

appendicular skeletal muscle mass index (ASMI) compared to the 

sarcopenia group. However, significant differences were observed for 

each variable in the female participants. 

 

4.2. Identification differentially methylated probes of 

sarcopenia 

The study procedures for the identification of sarcopenia diagnostic 

biomarkers are presented in Figure 1. Preprocessing steps were 

performed, resulting in 521,616 final probes for further analysis after 

removing probes with missing values, SNP overlap, or locating on sex 

chromosomes, from the initial 740,236 probes in the primary data. In 

male group, a total of 740,236 CpG sites were investigated for their 

association with sarcopenia. And in female group, 740,082 CpG sites 

were examined. In male group found 166 DMPs (|logFC| > 0.15 and 
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FDR	adjusted	p-value < 	0.05), which consisted of 99 and 67 hyper and 

hypomethylated positions, respectively (Figure 2). In contrast, the 

female group did not meet the threshold of FDR	adjusted	p-value < 	0.05 

for the DMPs, preventing further analysis in this cohort. Therefore, 

the data for the female group could not be included due to the lack of 

significant findings in relation to the DMPs.  

In male group, the distribution of these male DMPs in relation to CpG 

islands (CGIs) and genomic regions such as North Shelf, North Shore, 

CGI, South Shores, South Shelf, and Open Sea were explored. 

Hypermethylated sites were predominantly found in CGI, and their 

number generally decreased with increasing distance from CpG islands 

(Figure 3(A)). Additionally, the distribution of DMPs in relation to 

transcription start sites (TSSs), including TSS1500, TSS200, 5' 

untranslated region (5'UTR), first exon (1st Exon), and gene body, was 

examined. Hypermethylated probes were primarily observed in 

TSS1500, while hypomethylated sites were predominantly located in 

the 5'UTR and first exon (Figure 3(B)).  

 

4.3. Identification of diagnostic biomarkers for 

sarcopenia using machine learning   

In order to identify diagnostic biomarkers for sarcopenia in male group, 

feature selection was performed on a dataset consisting of 166 DMPs, 

which included all available candidate predictors. The potential 

presence of multicollinearity was evaluated by assessing the 

correlation between features within the selected subsets, using 



43 

 

Pearson's correlation coefficient. Among the candidate probes, those 

with a Pearson correlation coefficient greater than or equal to 0.7 were 

excluded. This correlation-based filtration process resulted in the 

removal of 135 probes from the initial set of candidates. Feature 

selection using the RFECV method was then conducted. This method 

identified optimal subsets of 10 features, as shown in Table 4, 

achieving an average cross-validation balanced accuracy score of 95% 

for the sarcopenia different methylation models (Figure 4). 

 

4.4. Complete machine learning model development  

Complete data for the 10 selected probes for the sarcopenia model 

was available. Following the stratified train-test split, 70% of the 

dataset was allocated to the initial training set, while the remaining 30% 

was assigned to the test set. All four machine learning classifiers 

trained on the complete training dataset exhibited moderate 

discriminative performance in the training set, with AUC values 

ranging between 0.86 and 1.0. Lastly, voting classifier trains different 

models using the chosen algorithms, returning the majority’s vote as 

the classification result. Among these classifiers, the random forest 

model and Naïve Bayes model showed the highest sensitivity, 

achieving 100%. Among them, the AUC was found to be 98% by 

majority voting, which suggests that the prediction model with 10 

feature selections performs well (balanced accuracy, sensitivity, and 

F1-score; illustrated Table 3). 
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4.5 Exploration of model optimization techniques  

Based on the performance of the sarcopenia dataset developed using 

the complete training datasets, the best-performing model was 

selected to evaluate whether addressing the extent of missing data 

and class imbalance present in the training datasets could enhance the 

predictive performance of the developed models. The selection of the 

best-performing model was primarily based on the AUC criterion 

(refer to Figure 6). 

 

4.6. Correlation with age using final biomarker of 

sarcopenia 

Utilizing the 10 most important probes from the male group (Table 4), 

further analysis was performed on 10 probes associated with age, 

taking into consideration the relationship between sarcopenia and 

aging (refer to Figure 7). Among 10 probes RYR2 (cg00299070) 

showed the highest negative correlation with age (r = -0.64). 

cg00008452 shows the lowest negative correlation with age (r = -

0.45). cg08906030 shows the highest positive correlation with age (r 

= 0.59). cg0016066 shows the lowest positive correlation with age (r 

= 0.32).  
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Table 1.  Characteristics of study participants 

(A)  Male participants characteristics 

 
Sarcopenia 

(n=37) 

Non-sarcopenia 

(n=45) 
p-value 

Age (yrs) 52.9 ± 5.8 45.8 ± 4.9 .359 

Height (cm) 166.7 ± 5.2 172.5 ± 6.1 .527 

Weight (kg) 57.4 ± 4.0 94.5 ± 8.3 .001
**
 

BMI (m2/kg) 20.6 ± 1.0 31.7 ± 1.6 .005
**
 

Handgrip strength (kg) 28.2 ± 3.7 48.3 ± 5.0 .010
*
 

ASMI (ASM/m2) 7.3 ± 0.2 9.5 ± 0.3 .004
**
 

 

(B)  Female participants characteristics  

 
Sarcopenia 

(n=37) 

Non-sarcopenia 

(n=45) 
p-value 

Age (yrs) 55.0 ± 2.9 52.1 ± 2.2 .004** 

Height (cm) 151.8 ± 6.5 159.0 ± 4.4 .001** 

Weight (kg) 48.9 ± 3.6 65.9 ± 3.4 <.001** 

BMI (m2/kg) 21.2 ± 1.5 26.1 ± 0.8 <.001** 

Handgrip strength (kg) 16.1 ± 1.9 27.6 ± 2.2 <.001* 

ASMI (ASM/m2) 5.5 ± 0.2 6.7 ± 0.1 <.001** 

 

Data are presented in mean ± standard deviation (SD) or median (interquartile range [IQR]).  

Statistical difference analysis was performed with t test for continuous variables and chi-square 

test for categorical variables. *p<.05, **p<.01  

Abbreviations: BMI, body mass index; ASMI, appendicular skeletal muscle index; ASM, 

appendicular skeletal muscle  
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 Figure 1. Flow chart  

 

 

The workflow for identifications of sarcopenia diagnostic biomarkers. Male and female group are 

analysis respectively. However, female group could not meet criteria of differentially methylated 

probes so this study analysis male group.  

Hypermethylated and hypomethylated probes locating in the promoter region of genes were used 

for biomarker selection. After removing correlated features, 10 final methylation probes were 

identified using feature selection. Different algorithms were compared based on their accuracy 

and combining similar different machine learning classifiers to classification via majority voting. 

Each algorithm’s hyperparameters were tuned and its performance was evaluated. In order to 

examine the relationship between age and the expression levels of 10 probes, a comprehensive 

analysis using a confusion matrix was conducted.   

Abbreviations: DMPs, differentially methylated probes; RFECV, recursive feature elimination 

with cross-validation; RF, random forest; KNN, K-Nearest Neighbors NB, Naïve Bayes; DT, 

Decision Tree  
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Figure 2. Differentially methylated probes between in male 

group 

 

 

Male group DMPs were found with the criteria of |logFC | > 0.15 and adjusted FDR p- value < 

0.05. Red and blue dots are hypermethylated and hypomethylated DMPs, respectively. And the 

gray ones were not significant according to the above-mentioned criteria. Among 166 DMPs 99 

(almost 60%) were hypomethylated (shown in blue) and 67 (almost 40%) were hypermethylated 

(shown in red) in the severe group, and the grey ones were not significant according to the 

defined criteria.  
Abbreviations: adj-p-value, Benjamini/Hochberg adjusted p-value; Log FC, Log Fold change;  

Hyper, Hyper-methylation; Hypo, Hypo methylation 
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Figure 3. Identification of sarcopenia differentially methylated 

probes location in male groups 
 

 

 

 

 

 

 

 

 

 

 

Distribution of DMPs in differentially methylated probes defined by the distance from CGI. Red 

and dark blue parts stand for hypermethylated and hypomethylated DMPs, respectively (A).  

Distribution of DMPs in different genomic regions defined by the distance from TSS. Red and 

dark blue parts represent for hypermethylated and hypomethylated DMPs, respectively (B).  

Abbreviations: 1stExon, the first exon; 5′UTR, 5′ untranslated region; adj-p-value, 

Benjamini/Hochberg adjusted p-value; CGI, CpG island; DMPs, differentially-methylated probes; 

Island, CpG island; N_Shelf, North Shelf (2–4 kb upstream of CGI); N_Shore, North Shore (0–2 

kb upstream of CGI); Open Sea, further than 4 kb from CGI; S_Shelf, South Shelf (2–4 kb 

downstream of CGI); S_Shore, South Shore (0–2 kb downstream of CGI); TSS, transcription start 

site; TSS1500, 200–1500 nucleotides upstream of TSS); TSS200, 0–200 nucleotides upstream of 

TSS. 

 

 

(A) (B) 
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Figure 4. Identification of sarcopenia probe in male group 

using feature selection 

Feature selection with RFECV. Red line represents the optimal subset of features for inclusion 

in each model was identified as the subset which offered the best-balanced accuracy score (95%). 

Checking different number of features on X axis and validation score on Y axis.  

Abbreviations: RFECV, Recursive Feature Elimination with Cross Validation 
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Table 2. Comparison of prediction performances in test 

dataset 

 

Model Precision Recall Accuracy F1 AUROC 

Decision tree 0.8235 1.0000 0.8800 0.9032 
0.8500  

(+/- 0.200) 

Random forest 1.0000 0.8571 0.9200 0.9231 
1.0000  

(+/- 0.000) 

KNN 0.9231 0.8571 0.8800 0.8889 
1.0000  

(+/- 0.000) 

NB 1.0000 0.9286 0.9600 0.9630 
1.0000  

(+/- 0.000) 

Majority Voting 1.0000 0.9286 0.9600 0.9630 
1.0000  

(+/- 0.000) 

Summarizes the comparison of the cross-validation accuracy. The results show that majority 

voting provided the highest accuracy metrics. 

Abbreviations: KNN, K-nearest neighbors; NB, Naïve Bayes; F1, F1 score; AUROC, area under 

the receiver operating characteristics 
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Figure 5. ROC curves comparing the performance of 

classifiers  

 

 

ROC curves comparing the performance of all classifiers. From the ROC curve, can see that the 

majority voting ensemble classifier performs well on the test set.   

Abbreviations: TPR, True Positive Rate; FPR, False Positive Rate; KNN, K-Nearest neighbor; 

NB, Naïve bayes 
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Table 3. 10 selected probes for the diagnostic model 

 

Probe Chromosome Gene Genomic position 

cg00299070 chr 01 RYR2 Body-shore 

cg00817464 chr 10 XPNPEP1 Body-opensea 

cg02000275 chr 14  IGR-opensea 

cg03041029 chr 02  IGR-opensea 

cg05681560 chr 06  IGR-opensea 

cg05769153 chr 19 ZNF415 TSS1500-shore 

cg08906030 chr 16  IGR-shore 

cg00008452 chr12 APAF1 Body-opensea 

cg00006032 chr 14 GPHN 1st Exon-island 

cg00016066 chr 15 TCF12 TSS200-island 

Shows the features of these 10 final probes, the positions of the 10 probes, and the names of the 

genes. Gene names not mentioned in this list represent undiscovered genes. The probes Δmeth 

> 5%. 

Abbreviations: CHR; chromosome, CGI; CpG island, Based on Genomic position; opensea, shore, 

island, shelf, IGR; Intergenic Region, OpenSea; further than 4 kb CpG island, Shore: further than 

2 kb CpG island, 1st Exon; Initial exon of a gene, TSS; Transcription Start Site of a gene; Δmeth; 

delta methylation beta value 
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Figure 6. Heatmap depicting the correlation between       

sarcopenia and age 

 

The generated heat map illustrates the correlation between DNA methylation levels of 10 probes 

and age, providing a visual representation of the relationship between DNA methylation patterns 

and chronological age. cg00299070 shows that highest negative correlation with age.  
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Chapter 5. Discussion 

5.1. Summary of findings 

The decline in muscle mass and function among Korean older adults poses 

a significant health concern, underscoring the importance of early 

prediction and diagnosis of sarcopenia to facilitate timely intervention. 

However, the definition of sarcopenia has only been recently established, 

and there is no universally accepted standard for its diagnosis. Hence, it 

becomes crucial to establish an early diagnostic screening model that can 

identify characteristic biomarkers associated with sarcopenia. Instead of 

focusing on phenotypic diagnosis, this study opted to develop a gene level 

diagnostic model for sarcopenia, leveraging the advantages of machine 

learning methods in gene selection and classification. Recent 

advancements in machine learning techniques, coupled with the 

availability of gene expression data in public databases, have opened up 

new diagnostic and predictive possibilities for sarcopenia. 

Considering previous evidence demonstrating increased DNA 

methylation in muscles due to aging or diseases, it was hypothesized that 

sarcopenia might exhibit alterations in DNA methylation. While some 

studies have reported an overall rise in DNA hypermethylation with age 

in muscle tissue (Day et al., 2013; Turner et al., 2020; Zykovich et al., 

2014), indicating specific genomic regions or genes manifest higher 

methylation levels in older individuals. However, this study provides a 

unique insight, revealing a slight decline in DNA hypomethylation with age 

(Blocquiaux et al., 2022), suggesting lower methylation levels in older 

individuals. Based on these findings, this study selected both 
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hypomethylation and hypermethylation probes to investigate the different 

factors contributing to sarcopenia. 

In this research, gathered microarray expression profiling datasets from 

the KoGES database, identifying 166 DMPs distinguishing between 

sarcopenia and non-sarcopenia blood samples. Among these DMPs, 

employed the Pearson correlation method to assess correlation 

coefficients and filter out irrelevant variables, followed by using the 

RFECV method to select significant variables. Subsequently, identified 10 

signature probes that exhibited differences between the sarcopenia and 

non-sarcopenia groups. The voting algorithm was then utilized to assess 

the diagnostic accuracy of these 10 essential probes. By comparing the 

prediction accuracy of the constructed diagnostic model on the training 

and test datasets using the AUC of the ROC curve, observed that the 

model exhibited strong diagnostic capability. To the best of knowledge, 

this is the first study to construct a diagnostic model for Korean 

sarcopenia. 

 

5.2. Correlation with different methylation CpG sites 

with sarcopenia  

A comparison between the muscle transcriptome of older individuals 

with sarcopenia and healthy age-matched controls revealed that 

mitochondrial dysfunction was the predominant transcriptional signal 

associated with sarcopenia (Migliavacca et al., 2019). Moreover, this 

study identified oxidative phosphorylation as one of the pathways 

enriched among the differentially methylated CpG sites (dmCpGs) 
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associated with sarcopenia, indicating that altered DNA methylation 

might play a role in mediating or consolidating the observed 

transcriptional changes in sarcopenic muscle. 

However, out of the 166 samples with methylation data, only a small 

percentage (9.7% of dmCpGs and 2.2% of CpGs within differentially 

methylated regions) exhibited a significant correlation between DNA 

methylations. This suggests that a considerable number of CpGs may 

need to undergo differential methylation before any changes in gene 

expression occur, highlighting the complex relationship between DNA 

methylation in sarcopenia. 

 

5.3. Selection of genomic markers  

The development of sarcopenia is intricate and involves the regulation 

of multiple cellular signaling pathways. Generally, essential genes, signal 

transduction pathways, and protein-protein interaction (PPI) networks 

work together to maintain a balance between muscle protein synthesis 

and degradation, influenced by cues related to muscle hypertrophy and 

atrophy. In this research, pinpointed DMPs linked to sarcopenia through 

gene expression differential analysis. Subsequently, identified ten critical 

DMPs using a random forest classifier and crafted a unique diagnostic 

model for sarcopenia in Koreans using a voting ensemble approach, 

marking the first time such a model has been created for this population.  

The 10 probes extracted from the RFECV method showing 

discriminative power between sarcopenia and non-sarcopenia samples 

included cg00299070 (RYR2), cg00817464 (XPNPEP1), cg02000275, 
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cg03041029, cg05681560, cg05769153 (ZNF415), cg08906030, 

cg00008452 (APAF1), cg00006032 (GPHN), and cg00016066 (TCF12). 

According 10 probes with the highest accuracy performance is RYR2. 

Ryanodine receptor 2 (RYR2) is a ryanodine receptor, a major cellular 

mediator of calcium-induced calcium release (CICR) in animal cells and 

forms a class of intracellular calcium channels in various types of 

excitable animal tissues (Marx & Marks, 2013). Overexpression of RYR2 

causes neurodegenerative diseases, heart failure, cardiac arrhythmias, 

and diabetes (Marks, 2023). The over expression of RYR2 in skeletal 

muscle of the elderly suggests that it may contribute to cardiac or diabetic 

disease and, consequently, to the development of sarcopenia. Previous 

studies have also shown that RYR2 can cause sarcopenia through its 

association with RYR1 (Bauerová-Hlinková et al., 2020), which shares the 

same receptor as RYR2. Interestingly, unlike RYR2, dysfunction of RYR1 

contributes to a variety of muscle dysfunctions, including muscle 

weakness, age-related loss of muscle function, and cancer-related 

muscle weakness. The two receptors interact to cause a defect in the 

release of Ca2+ ions from the endoplasmic reticulum into the myocyte 

cytoplasm. This may suggest that overexpression of RYR2 may cause 

mutations in RYR1 that affect muscle cells. 

In a study conducted by Wang, S., et al. (2022), it was demonstrated 

that the deletion of TCF12 leads to a reduction in myofiber size during 

muscle development, resulting in a decrease in muscle mass. The 

inducible deletion of TCF12 in muscle stem cells was found to cause a 

delay in muscle regeneration. Additionally, the inducible deletion of 

TCF12 in adult mesenchymal stem cells was observed to have a similar 
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effect on muscle regeneration. Further examination of muscle stem cells 

revealed that the deletion of TCF12 resulted in cell-autonomous defects 

during muscle formation and that TCF12 played a crucial role in regulating 

muscle gene expression. Mechanistically, it was discovered that TCF12 

and MYOD worked together to stabilize chromatin conformation and 

maintain the expression of genes related to muscle cell fate commitment 

and chromatin structure factors. In conclusion, TCF12 was identified as 

an important regulator of MuSC (muscle stem cell) chromatin remodeling, 

playing a role in controlling muscle cell fate and contributing to skeletal 

muscle development and regeneration. This study also found that these 

genes were hypomethylated, which may suggest lower TCF12 expression 

in sarcopenia patients.  

ZNF415 is belongs to a category of protein-coding genes known as 

transcription factors. These transcription factors act to regulate gene 

expression by binding to specific DNA sequences. The gene was 

identified in a previous research paper aimed at identifying potential key 

biomarkers for sarcopenia in Americans and developing an early 

diagnostic model (Lin et al., 2022). The exact function and role of ZNF415 

has not been studied as extensively as other genes, but its identification 

in this and previous studies suggests that it may be involved in a variety 

of cellular processes that may affect sarcopenia. 
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5.4. Prediction generalizability, robustness and 

resolution 

Despite the availability of sarcopenia criteria specifically designed for 

Asian populations, many healthcare providers remain unfamiliar with the 

assessment and diagnosis of sarcopenia. Also lack of a clear definition of 

sarcopenia in the Korean population poses a limitation in epidemiologic 

studies (Baek et al., 2023). In this study adopted a definition of sarcopenia 

based on strength and muscle mass, with the aim of encompassing 

individuals at risk of developing sarcopenia. Although the model 

developed in this study shows potential in the diagnosis of sarcopenia in 

Korean male, but performance has not yet been validated in real-life 

sarcopenia patients. The primary objective of this study was to leverage 

machine learning techniques to construct a model capable of accurately 

classifying genomes associated with sarcopenia in the Korean population. 

Subsequent research endeavors could employ this model to identify 

individuals at risk of sarcopenia, enabling early implementation of primary 

or secondary prevention and management strategies. 

To promote the clinical use of complex machine learning methods, 

studies must address the major hurdle of model interpretability. Attempts 

have been made by studies such as Bose et al. to address the issue of 

model interpretability using feature importance measures that generate 

an importance ranking for the predictors included in the model. However, 

feature importance is limited in that it is unable to offer insight into the 

direction of the predictor’s effect or provide information on how 

predictors interact to deduce individual predictions. By using two types 

of feature selection method, such information was extractable from the 
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sarcopenia data machine learning models and enabled both global and 

local explanations of model predictions to be uncovered. 

 

5.5. Strength and limitation  

In the current study, utilizing machine learning approached on KoGES 

data, identified a set of ten methylation probes, being differentially 

methylated probes in sarcopenia compared with non-sarcopenia whole 

blood samples, which can be used in future for the diagnosis 

sarcopenia in Korean population. Also, the results showed that these 

models outperformed equivalent models developed using voting 

methods, leading to more robust predictions. Further experimental 

evaluations and clinical validations are needed for the approval of 

these candidate biomarkers.  

However, this study has several notable limitations. Firstly, the 

dataset was limited to Korean only, and the results may differ in other 

demographic populations. Additionally, the data used in the study was 

slightly outdated, covering the period from 2004 to 2013. Although the 

outcomes may not vary significantly for other years, it is important to 

acknowledge the potential influence of using older data. Since the 

KoGES data has been collecting follow-up data since 2013, there is a 

possibility of utilizing this sarcopenia model for studying methylation 

risk scores in the future. 

Secondly, the prediction model for sarcopenia had a limited number 

of samples. Machine learning models generally benefit from larger 

datasets, and incorporating more data would likely improve the 
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performance of the developed models. To maintain an appropriate 

sample size for machine learning, feature selection was performed 

prior to conducting a train-test split. However, this approach may have 

resulted in information leakage, and it should be noted that the model 

lacked a validation set. A valid alternative would have been to utilize 

nested cross-validation, which allows for the use of all available data 

for training and testing, while obtaining confidence intervals to assess 

the generalizability of the predictions. Furthermore, since there is no 

universally agreed-upon threshold for sarcopenia prediction models, 

the performance measures were evaluated using the classification 

threshold that maximized the Youden's index. While this aligns with 

current study methods, it is important to acknowledge that the choice 

of threshold cutoff for classification can impact the reported 

performance. Therefore, until a consensus is reached within the 

clinical community regarding the most appropriate threshold to use, 

performance measures derived from the confusion matrix should be 

evaluated while considering the variation in thresholds employed 

across studies.  

Thirdly, DNA methylation was measured in blood samples. Although 

blood samples are commonly used for DNA methylation analysis, the 

performance could differ when using sarcopenia-relevant tissues, 

such as skeletal muscle. It is well-known that DNA methylation is 

significantly influenced by the tissue type. While peripheral blood-

based DNA has lower specificity compared to DNA from disease-

relevant tissue due to its mixture of DNA from various cells 
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(Christensen et al., 2009; Lokk et al., 2014; Widschwendter et al., 

2008), it is more accessible for collection due to better patient 

compliance. Some studies suggest that epigenetic changes in DNA 

from peripheral blood can reflect changes in tissues (Teschendorff et 

al., 2009; Woodson et al., 2001), and statistical methods were 

employed in this study to calculate cell type composition and minimize 

the confounding effect of cellular heterogeneity (Houseman et al., 

2012). 

Finally, it should be noted that this model considered only clinical, 

environmental, and simple biomarker predictors. Incorporating 

genomic predictors could potentially further improve sarcopenia 

predictions. However, the aim of this study was to explore whether 

machine learning methods could outperform existing logistic 

regression models, which appeared to have limitations. Therefore, at 

this stage of the study, sarcopenia genomic biomarkers were not 

included to provide a fair comparison with the existing regression-

based models. 
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Chapter 6. Overall summary and Conclusion 

In summary, this study identified 166 differentially methylation probes 

associated with sarcopenia, out of which 10 core probes (RYR2, 

XPNPEP1, cg02000275, cg03041029, cg05681560, ZNF415, 

cg08906030, APAF1, GPHN, TCF12) were singled out by the machine 

learning algorithms. Notably, three of these genes (RYR2, TCF12, and 

ZNF415) encoded proteins that hold potential as sarcopenia 

biomarkers. RYR2 was considered a possible biomarker due to its 

involvement in ryanodine receptors found in heart muscle endoplasmic 

reticulum and its interaction with RYR1 receptors associated with 

muscle diseases. TCF12 also encodes a protein linked to delayed 

muscle regeneration, and its hypomethylation suggested an important 

role in regulating muscle gene expression, especially during muscle 

formation. While ZNF415 is still not fully understood compared to 

other genes, previous studies have also identified it in diagnostic 

models of sarcopenia, hinting at its significance in gene methylation 

regulation through DNA sequence binding associated with sarcopenia. 

This study also discovered a strong correlation between age and the 

10 identified probes. Particularly, RYR2, which is known for its 

association with muscle disorders, showed age dependency. These 

findings provide valuable insights into the molecular mechanisms 

underpinning sarcopenia and suggest the relevance of age-related 

DNA methylation changes in the pathogenesis of this condition. 

Overall, this research successfully identified several potential 

genetic biomarkers and developed a high-performance early 
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prediction model for sarcopenia in Koreans. The study results are 

anticipated to provide a valuable reference for future early diagnosis 

and screening of sarcopenia.
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Chpater 7. 국문 초록 

노인 인구 비율이 증가하면서 노인성 질환에 관심도가 높아지고 있다. 

근감소증(sarcopenia)이 그중 하나이다. 근감소증(sarcopenia)은 신체적 

노쇠와 비슷한 개념으로 노화에 따른 근육량, 근력의 감소와 신체기능의 

감소가 이루어지는 상태를 의미한다. 이는 사망률 증가, 골다공증, 골절, 

각종 질환이 동반된다. 과거에는 자연스러운 노화의 한 과정으로 

여겼지만, 최근 세계보건기구(WHO)에서는 근감소증을 정식 질병 코드로 

등재했으며, 한국 또한 근감소증 질병코드(M62.5)를 부여했다. 

노화로 인해 근육량, 근력 및 신체 기능이 감소하면서 이차적인 질병 

유발 가능성이 커진다. 이러한 근육량 및 기능의 감소 속도는 개인마다 

차이가 있다. 노화에 따른 근육의 변화는 고정된 유전적 요인에 기인할 

수 있지만, 환경적인 요인과 유전적 요인과의 상호작용으로도 발생한다. 

따라서 근감소증 후성유전학적 연구가 필요하지만 이에 대한 연구는 

아직 부족한 실정이다. 

후성유전학은 DNA 염기서열의 변화 없이 유전자 발현에 영향을 

미치는 현상이며, 이는 생애 동안 접하는 환경적 요인에 의해 영향을 

받는 것으로 알려져 있다. DNA 메틸화와 히스톤 변형은 후성유전학의 

주요 메커니즘으로, DNA 메틸화는 노화와 만성 질환의 발병에 중요한 

역할을 한다. 노화 및 다양한 질병으로 인해 근육의 양과 기능의 변화가 

DNA 메틸화와 관련이 있다는 점을 감안할 때 근감소증과 DNA 메틸화 

사이의 잠재적인 관계가 제안되었다. 따라서 본 연구의 목적은 

한국인유전체역학조사(KoGES) 데이터를 활용해 한국인의 근감소증 

잠재적 바이오마커를 발굴하고 해당 유전체를 이용하여 근감소증 진단 

및 예측 모델을 개발하고자 한다. 
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2004년부터 2013년까지 Korea Genome and Epidemiology Study 

(KoGES)의 데이터를 활용하였다. 총 110명 (남성: 82명, 여성: 28명)의 

차등 메틸화 DNA probe 를 분석하였다. 피험자는 근육량 (사지골격근량, 

appendicular skeletal muscle index; ASMI)과 근력 (악력, handgrip)의 

두 변수를 기준을 이용하였다. 본 연구에서는 두 변수 데이터의 상위, 

하위 25%로 나누어 근감소증 그룹을 결정하였다. 메틸화 데이터는 

Infinium 사의 Infinium Methylation Epic Beadchip 로 어세이 된 

자료들은 DNA 메틸화 배치 효과에 대한 정규화 및 보정 등 적절한 

데이터 처리 단계를 이용한 후 유전자 내 총 740,000개 이상의 마커를 

얻을 수 있었다. 이후 |logFC| > 0.15  그리고 FDR	adjusted	5 − value <

0.05를 기준으로 두어 차등 메틸화 DNA probe 를 분석하였다. 남성은 

과메틸화 99 probe, 저메틸화 67 probe 가 발견되었으나 여성의 

경우에는 임곗값을 충족하지 못하여 차등 메틸화 분석을 수행할 수 

없었다. 따라서 여성 그룹에 대한 데이터는 차등 메틸화와 관련하여 

유의미한 결과가 부족하여 제외되었다. 

주요한 바이오마커를 식별하기 위해 남성의 과메틸화 99 probe 와 

저메틸화 67를 합쳐 총 166개 probe 를 분석하였다. 변수 데이터가 

정규 분포를 이룰 수 있도록 피어슨 상관계수 (Pearson correlation)를 

사용하여 134개 probe 이 제거되었다. 134개 probe 중 유의미한 변수를 

선택하기 위해 재귀적 특성 제거 교차 검증 (recursive feature 

elimination cross-validation; RFECV)을 사용하였다. 최종적으로 

유의미한 연관성을 가진 총 10개가 확인되었다. 확인된 probe 은 

majority voting 앙상블을 이용하여 근감소증 진단 모델을 구축하였다. 

사용된 앙상블 기법은 모델 성능을 개선할 수 있는 기법으로, 단일 

모델보다 더 나은 성능을 달성할 수 있기 때문에 사용되었다. Train 과 
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test 데이터 세트는 7:3으로 나누어 분석하였다. Train 데이터 세트는 

Decision tree, random forest, logistic regression, K-Nearest 

Neighbors, Naïve Bayes 4가지 알고리즘을 이용하여 학습되었으며 

사용된 개별 모델의 예측을 결합하여 majority voting 값을 도출하였다. 

마지막으로 test 데이터 세트를 이용하여 진단 모델을 평가하고, area 

under the curve (AUC) 값으로 진단 성능을 평가하였다. 구축된 모델은 

한국인 근감소증 유전자 표현형을 식별하는 데 있어 높은 

정확도(96%)를 보였다. 또한 10개의 probe 중 TCF12, RYR2, 그리고 

ZNF415는 근감소증과 관련된 유전체로 확인되었다. TCF12 유전은 

근육 발달 및 재생에 영향을 주며, RYR2는 심장 근육과 관련된 

유전체이지만 근육과 관련된 RYR1 유전체와 같은 receptor 에서 

방출되기 때문에 RYR1과 함께 근육에 영향을 줄 수 있다. 마지막으로 

ZNF415는 다른 유전자에 비해 광범위하게 연구되고 특성화되지는 

않았지만, 유전자 조절 및 전사 조절을 포함한 다양한 세포 과정에 

관여한다. 선행 연구에서 ZNF415 유전체가 근감소증과 연관이 있는 

biomarker 로 확인되어 근육에 영향을 주는 유전체라고 시사할 수 있다.  

노화에 따라 근육량, 근력의 감소 그리고 신체의 기능의 감소가 

야기되기 때문에 확인된 10개의 probe 을 이용하여 연령에 따른 

발현율의 차이를 확인하였다. 그 중 RYR2는 나이와 가장 큰 음의 

상관관계 (r = -0.64)를 보여 이를 통해서 근감소증은 노인에게서만 

나타나는 질환이 아니라 중장년층에서도 발현될 수 있기 때문에 

근감소증은 초기에 예방을 해야 한다고 시사할 수 있다.  

본 연구는 머신러닝 기법을 통해 근감소증의 잠재적 유전자를 

확인하였으며 근감소증 진단 성능이 높은 초기 예측 및 진단 모델을 

개발하였다. 한국인의 근감소증 예측력이 향상되었지만, 확인된 메틸화 
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probe 와 근감소증과의 관계를 규명하기 위해서는 세포 및 분자생물학적 

검증을 종합적으로 수행하는 것이 중요하다. 본 연구를 통해 도출된 

근감소증의 잠재적 유전자는 한국인의 근감소증 위험의 근본적인 기전에 

대한 귀중한 통찰력을 제공하고, 표적 중재를 위한 유용한 참고 자료가 

될 것이다. 
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