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Abstract

Homological Mirror Symmetry
and Geometry of

Degenerate Cusp Singularities
Kyungmin Rho

Department of Mathematical Sciences
The Graduate School

Seoul National University

Under homological mirror symmetry, we establish an explicit correspondence of
Lagrangians in pair-of-pants surface (A-model) and Cohen-Macaulay modules
over the degenerate cusp singularity defined by xyz=0 (B-model).

In A-model, we show that Cho-Hong-Lau's localized mirror functor is stable
under homotopy of Lagrangians. It motivates us to introduce loop/arc data to
parameterize Lagrangians equipped with a holonomy. Their mirror images under
the mirror functor provide the canonical form of matrix factorizations of xyz.

In B-model, we review Burban-Drozd's representation of Cohen-Macaulay
modules, whose indecomposable isomorphism classes are classified and
parameterized by band/string data. We introduce a combinatorial method to
compute their corresponding matrix factorizations of xyz.

It turns out that there is a conversion formula between loop/arc data and
band/string data, which translates Burban-Drozd's classification result of
Cohen-Macaulay modules into the language of matrix factorizations, presenting
their explicit canonical form. It realizes a one-to-one correspondence between
indecomposable isomorphism classes of Lagrangians and Cohen-Macaulay modules.
As a consequence, we find their relation with geodesics in hyperbolic
pair-of-pants.

For a geometric understanding of Cohen-Macaulay modules over degenerate cusp
singularities, we develop a new geometric notion called degenerate vector bundles
over those singularities. It naturally induces Cohen-Macaulay modules from
Burban-Drozd's representation, providing the concrete geometry underlying our
computation.

keywords : homological mirror symmetry, degenerate cusp
singularity, Lagrangian submanifold, matrix factorization,
Cohen-Macaulay module, degenerate vector bundle
Student Number : 2014-21204



국문초록

이 학위논문에서는 호몰로지 거울대칭 하에서 바지 곡면(pair-of-pants surface)의

Lagrangian(A-모델)과, xyz=0으로 정의되는 퇴화첨단특이점(degenerate cusp

singularity) 위의 Cohen-Macaulay 모듈(B-모델)의 대응 관계를 밝힌다.

먼저 A-모델에서 Cho-Hong-Lau의 지역화된 거울함자(localized mirror functor)가

Lagrangian의 호모토피 하에서 안정적(stable)이라는 것을 보인다. 이로부터 루프/아

크 데이터를 정의하여 홀로노미가 부여된 Lagrangian들을 매개화한다. 지역화된 거울

함자 하에서 이들의 거울대칭 상은 xyz의 행렬 인수분해의 표준형을 제공한다.

한편 B-모델에서는 Cohen-Macaulay 모듈의 표현에 대한 Burban-Drozd의 이론을 복

습한다. 여기서 이들의 분해불가능한 동형 클래스들은 밴드/스트링 데이터로 분류 및

매개화된다. 우리는 조합론적인 방법론을 도입하여 이들에 대응하는 xyz의 행렬 인수

분해를 계산한다.

루프/아크 데이터와 밴드/스트링 사이에는 변환 공식이 있음이 밝혀지는데, 이는

Cohen-Macaulay 모듈에 대한 Burban-Drozd의 분류 결과를 행렬 인수분해의 언어로

바꾸며 명시적인 표준형을 제시한다. 이것은 또한 Lagrangian과 Cohen-Macaulay 모

듈의 분해불가능한 동형 클래스들 간의 일대일 대응을 구체화한다. 결과적으로 이들

이 하이퍼볼릭 바지 곡면의 측지선들과 연관되어있음을 보인다.

퇴화첨단특이점 위의 Cohen-Macaulay 모듈의 기하학적인 이해를 위해, 특이점 위의

퇴화벡터다발(degenerate vector bundle)이라는 새로운 기하학적 개념을 도입한다. 이

것은 Burban-Drozd의 표현으로부터 Cohen-Macaulay 모듈을 자연스럽게 유도하며,

우리의 계산의 기저에 있는 기하학을 제시한다.

주요어 : 호몰로지 거울대칭, 퇴화첨단특이점, 라그랑지안 부분다양체, 행

렬 인수분해, 코헨-멕컬리 모듈, 퇴화벡터다발

학 번 : 2014-21204
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Chapter 1

Introduction

Homological mirror symmetry (HMS) conjecture comes from Kontsevich’s original formulation

Dπ (Fuk(X )) ' Db Coh
(
X̌

)
,

saying that the derived Fukaya category of some compact symplectic manifold X (A-model) and the
bounded derived category of coherent sheaves on a mirror dual compact complex variety X̌ (B-model)
are equivalent. Allowing X to be non-compact and X̌ to be singular, it has been generalized into the
equivalence

Dπ (W Fuk(X )) ' Dsing
(
W −1 (0)

)

of the derived wrapped Fukaya category of the symplectic manifold X (A-model) and the singularity cat-
egory of its mirror Landau-Ginzburg (LG) model (Y ,W : Y →k) (B-model).

HMS between punctured Riemann spheres and the corresponding LG models was first established in
[AAE+13], where the authors constructed a mirror LG model (Y (n) ,W : Y (n) →k) corresponding to the
n-punctured sphere X = S2 \

{
n points

}
for each n ≥ 3 and proved the above equivalence of categories.

HMS of 3-punctured sphere and singularity x y z = 0. In this thesis, we focus on HMS between the 3-
punctured sphere and the corresponding LG model

(
k3, x y z

)
.

A-model

P = S2 \
{

3 points
}

pair-of-pants surface

mirror pair
←−−−−−−−−−→

B-model

X =
{

x y z = 0
}
⊂k3

normal crossing singularity
symplectic geometry algebraic geometry

Dπ (W Fuk(P )) ' Dsing (X )

derived wrapped
Fukaya category

(AAEKO ’13) category of
singularities
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In A-model, we consider a 3-punctured sphere P := S2 \
{

3 points
}

. Together with any area form ω, it
becomes a symplectic manifold called a pair-of-pants surface. It gives rise to an invariant Dπ (W Fuk(P )) ,
the derived wrapped Fukaya category.

In B-model, we consider the algebraic variety X in k3 defined by a single equation x y z = 0. More
precisely, we define X := Spec(A) as the spectrum of a complete local ring A := k[[x, y, z]]

/
(x y z). It has

a non-isolated singularity at the origin called a normal crossing singularity. It gives rise to an invariant
Dsing(X ), the category of singularities.

Two categories seem very different at the first glance, but are proven to be equivalent in [AAE+13].
The first part of this thesis is dedicated to investigate the classification and explicit correspondence of
indecomposable objects in both categories.

Objects in A-model. We consider objects in the Fukaya category Dπ (W Fuk(P )) given by

• closed immersed oriented loops L : S1 →P equipped with a rank μ local system (E ,∇), and

• open immersed oriented arcs L : R→P which start and end at punctures.

FΛ

(a) A closed loop with holonomy Λ ∈ GLμ (k) (b) An open arc

Figure 1.1: Objects in Dπ (W Fuk(P ))

A rank μ local system on the loop L is given by a k-vector bundle E of rank μ along L together with
a (flat) connection ∇ on it. It turns out that its total holonomy Λ ∈ GLμ (k) up to basis change is the only
invariant under the quasi-isomorphism in the Fukaya category. We mark it on some point of the loop as
a star mark(F). From now on, a loop with local system (L,E ,∇) will be simply shortened to a loop L with
(total) holonomy Λ.

Objects in B-model. The category of singularities is defined as a quotient

Dsing (X ) := Db Coh(X )
/

Perf(X )

of the bounded derived category of coherent sheaves on X by its full subcategory of perfect complexes.
This was introduced and studied in [Buc21, Orl09]. In the current paper, however, we will work with
another well-known equivalent categories:

MF(x y z)

Eisenbud

coker
'
−→ CM(A)

Buchweitz

'
−→ Dsing(X )

3



Here, MF(x y z) is the stable category of matrix factorizations of x y z, and CM(A) is the stable category of
(maximal) Cohen-Macaulay modules over A. Hereafter we will omit the word maximal because it doesn’t
change the definition in this case.

The objects in MF(x y z) are especially easy to describe in a concrete way, as shown in the following
example:




z 0 0

−y2 x −z
−λx2 0 y





︸ ︷︷ ︸
ϕ




x y 0 0

y3 +λzx2 y z z2

λx3 0 zx





︸ ︷︷ ︸
ψ

= x y z ∙ I3.

The above pair
(
ϕ,ψ

)
of 3×3 matrices form a matrix factorization of x y z for any λ ∈ k, providing a one-

parameter family of objects in MF(x y z). In general, a pair
(
ϕ,ψ

)
of n×n matrices is called a matrix factor-

ization of x y z if it satisfies ϕψ =ψϕ = x y zIn . Because either ϕ or ψ is automatically determined by the
other factor, we often write only the first factor ϕ to indicate the whole pair

(
ϕ,ψ

)
.

The matrix ϕ induces a map ϕ : An → An . Taking cokernel of ϕ yields a Cohen-Macaulay module
cokerϕ over A. This induces a functor from MF

(
x y z

)
to CM(A), which is proven to be an equivalence by

Eisenbud.

Localized mirror functor. Putting the above discussion together, we know that all categories Dπ (W Fuk(P )) ,
Dsing(X ), CM(A), and MF

(
x y z

)
are equivalent. But it is still not easy to draw an explicit correspondence

between objects in the Fukaya category and objects in the other categories.

In this situation, Cho-Hong-Lau’s localized mirror functor [CHL17]

F L : Dπ (W Fuk(P ))
'
−→ MF

(
x y z

)

becomes a powerful tool to convert objects in the Fukaya category into matrix factorizations of x y z. It
uses the Seidel Lagrangian L as a reference, which is a weakly unobstructed object in the Fukaya category
with potential x y z.

Given any loop or arc L in P , we can compute the corresponding matrix factorization F L (L) =
(
ΦL (L) ,ΨL (L)

)

using Lagrangian intersection Floer theory developed in [FOOO09]. More specifically, the size of matrices
is determined by the number of intersections of L and L, and the entries are given by counting immersed
polygons bounded by L and L. In Section 2.1.1, we will explain this in more details with examples.

Homotopy invariance. We prove that the localized mirror functor F L is stably invariant under free ho-
motopy of immersed loops and conjugation of total holonomies. Similarly, F L is also invariant under
homotopy of immersed arcs, keeping the end points in the same boundaries.

Proposition 1.0.1. (1) If two loops L and L ′ in P are freely homotopic to each other and have the same
total holonomies Λ and Λ′ up to basis change, then their mirror matrix factorizations F L (L) and F L

(
L′

)

are isomorphic in the stable category MF
(
x y z

)
.

(2) If two arcs L and L′ in P are homotopic to each other under a homotopy keeping the end points in the
same boundaries, then their mirrors F L (L) and F L

(
L′

)
are isomorphic in MF

(
x y z

)
.

Loop/Arc word. We say that a loop L is non-essential if it winds around only one of three holes. A loop/arc
which is not freely homotopic to any non-essential loop is called essential. A non-essential loop L can

4



always be deformed so that it doesn’t meet the reference L at all, which means that F L (L) is stably trivial.
Therefore, non-essential loops will be excluded from our consideration.

The homotopy invariance of F L suggests that it is enough for us to consider only one loop/arc in each
essential (free) homotopy class.

For the loop case, we take the following specific representatives: Given a loop word

w ′ =
(
l ′1,m′

1,n′
1, l ′2,m′

2,n′
2, . . . , l ′τ,m′

τ,n′
τ

)
∈Z3τ

(τ ∈ Z≥1), consider the loop described in Figure 1.2. It visits 3 holes A, B, and C in turn, winding them
around the number of times specified in w ′. Namely, it winds hole A l ′1-times, hole B m′

1-times, hole C
n′

1-times, hole A l ′2-times, hole B m′
2-times, and so on. After finally it winds hole C n′

τ-times, it returns
to the starting point to form a closed loop. The loop thus constructed is denoted as L

(
w ′

)
, and its free

homotopy class is denoted as
[
L

(
w ′

)]
.

In the case of an arc, we should decide which hole to starts from and which hole to ends at. So there
are 3×3 = 9 cases. For example, we use an arc word

w ′ =
(
A,m′

1,n′
1, l ′2,m′

2,n′
2, . . . , l ′τ,B

)
∈ {A}×Z3τ−3 × {B}

(τ ∈ Z≥1) to denote an arc which starts from hole A, winds hole B m′
1-times, winds hole C n′

1-times, and
so on, and finally ends at hole B. Similarly, there are 9 types of arc words, each belonging to

{A}×Z3τ−1 × {A} , {A}×Z3τ−3 × {B } , {A}×Z3τ−2 × {C } ,
{B }×Z3τ−2 × {A} , {B }×Z3τ−1 × {B } , {B }×Z3τ−3 × {C } ,
{C }×Z3τ−3 × {A} , {C }×Z3τ−2 × {B } , {C }×Z3τ−1 × {C }

for some τ ∈Z≥1. The arc constructed according to the arc word w ′ is denoted as L
(
w ′

)
, and its homotopy

class is denoted as
[
L

(
w ′

)]
.

Example 1.0.2. The loop drawn in Figure 1.1a is L ((3,−2,2)), and the arc in Figure 1.1b is L ((A,3,C)).

Loops/arcs constructed in this way exhaust all (free) homotopy classes, but some of them may rep-
resent the same class. For example, if a loop word w ′ is a shift of another loop word w ′

∗, they give the
same free homotopy class

[
L

(
w ′

)]
=

[
L

(
w ′

∗

)]
. This can also happen even when w ′ is not a shift of w ′

∗. We
define the normality condition of loop/arc words so that normal words (up to shifting) produce only one
loop/arc in each essential (free) homotopy class. Especially, they automatically exclude the non-essential
loop classes.

Normal loop/arc words and geodesics. Now we give P a hyperbolic metric with three cusps. From an
elementary fact in hyperbolic geometry, we know that there is at most one geodesic in each (free) ho-
motopy class of loops/arcs in P . To be specific, there is no geodesic in non-essential class, and there is
exactly one for the other classes. So we have another nice description of normal loop/arc words.

Proposition 1.0.3. We give P a hyperbolic metric with three cusps. Then there are one-to-one correspon-
dences

{
normal loop words

}/
∼shifting

1:1
↔

{
closed geodesics in P

}

& {normal arc words}
1:1
↔

{
open geodesics in P

}
.
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Loop/Arc data. As total holonomies on a loop L
(
w ′

)
, we also consider only one in each conjugacy class,

namely, the μ×μ Jordan block Jμ
(
λ′

)
∈ GLμ (k) with eigenvalue λ′ ∈k×. We denote by L

(
w ′,λ′,μ

)
the loop

L
(
w ′

)
equipped with a rank μ local system whose total holonomy is Jμ

(
λ′

)
.

Definition 1.0.4. (1) A loop datum
(
w ′,λ′,μ

)
consists of a normal loop word w ′ ∈Z3τ (τ ∈Z≥1), the holon-

omy parameter λ′ ∈k×, and the multiplicity μ ∈Z≥1. We refer to the corresponding loop with holonomy

L
(
w ′,λ′,μ

)

as the canonical form of loop-type objects in Dπ (W Fuk(P )) . Note that they consist countably many one-
parameter families.

(2) An arc datum w ′ consists of only a normal arc word w ′ ∈ {A,B,C}×Z3τ−∗ × {A,B,C}. We refer to the
corresponding arc

L
(
w ′)

as the canonical form of arc-type objects in Dπ (W Fuk(P )) . There are only countably many of them.

A B

C

l ′i -times

m′
i -times

n′i -times

Jμ
(
λ′

)F

ΦL

∼=7−→


















zIμ −ym′
1−1 Iμ 0 0 ∙ ∙ ∙ 0 −x−l ′1 Jμ(λ)−1

−y−m′
1 Iμ xIμ −zn′1−1 Iμ 0 ∙ ∙ ∙ 0 0

0 −z−n′1 Iμ y Iμ −xl ′2−1 Iμ ∙ ∙ ∙ 0 0

0 0 −x−l ′2 Iμ zIμ
. . .

...
...

...
...

...
. . .

. . . −ym′
τ−1 Iμ 0

0 0 0 ∙ ∙ ∙ −y−m′
τ Iμ xIμ −zn′τ−1 Iμ

−xl ′1−1 Jμ(λ) 0 0 ∙ ∙ ∙ 0 −z−n′τ Iμ y Iμ


















3τμ×3τμ

where xa , y a , za are regarded as 0 if a < 0

L
(
w ′ =

(
l ′i ,m′

i ,n′
i

)τ
i=1

,λ′,μ
)

ϕ
(
w ′ =

(
l ′i ,m′

i ,n′
i

)τ
i=1

,λ,μ
)

Figure 1.2: Canonical form of loop-type objects in Dπ (W Fuk(P )) and MF(x y z)

Matrix factorizations from Lagrangians. Localized mirror functor F L : Dπ (W Fuk(P )) → MF
(
x y z

)
con-

verts each loop with holonomy L
(
w ′,λ′,μ

)
and each arc L

(
w ′

)
into matrix factorizations F L

(
L

(
w ′,λ′,μ

))

and F L
(
L

(
w ′

))
, respectively. We compute them and show that they are isomorphic to a very nice form.

For a normal loop word w ′ ∈Z3τ (τ ∈Z≥1), a nonzero scalar λ ∈k×, and a positive integer μ ∈Z≥1, we
define the corresponding matrix factorization

(
ϕ

(
w ′,λ,μ

)
,ψ

(
w ′,λ,μ

))
, whose first component is shown

in Figure 1.2. But in degenerate cases where w ′ = (2,2,2)#τ and λ= 1, the second factor ψ
(
w ′,λ,μ

)
is not

defined, so we use an alternative form
(
ϕdeg

(
(2,2,2)#τ,1,μ

)
,ψdeg

(
(2,2,2)#τ,1,μ

))
.

For a normal arc word w ′, we similarly define the corresponding matrix factorization
(
ϕ

(
w ′

)
,ψ

(
w ′

))
.

Theorem 1.0.5. (1) For a non-degenerate loop datum
(
w ′,λ′,μ

)
, there is an isomorphism

F L
(
L

(
w ′,λ′,μ

)) ∼=
(
ϕ

(
w ′,λ,μ

)
,ψ

(
w ′,λ,μ

))

in MF
(
x y z

)
, where λ is either λ′ or −λ′ depending on w ′.
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In degenerate cases (w ′ = (2,2,2)#τ,λ′ = −1), we have

F L
(
L

(
(2,2,2)#τ,−1,μ

)) ∼=
(
ϕdeg

(
(2,2,2)#τ,1,μ

)
,ψdeg

(
(2,2,2)#τ,1,μ

))
.

(2) For an arc datum w ′, there is an isomorphism

F L
(
L

(
w ′)) ∼=

(
ϕ

(
w ′) ,ψ

(
w ′)) .

Inspired by this observation, we propose the canonical form of matrix factorizations of x y z in the
following way.

Definition 1.0.6. (1) For a normal loop word w ′ ∈ Z3τ (τ ∈ Z≥1), a nonzero scalar λ ∈ k×, and a positive
integer μ ∈Z≥1, we refer to the corresponding matrix factorization

(
ϕ

(
w ′,λ,μ

)
,ψ

(
w ′,λ,μ

))
or

(
ϕdeg

(
(2,2,2)#τ,1,μ

)
,ψdeg

(
(2,2,2)#τ,1,μ

))

as the canonical form of loop-type objects in MF
(
x y z

)
. The latter is chosen only in degenerate cases (w ′ =

(2,2,2)#τ, λ= 1).

(2) For a normal arc word w ′ ∈ {A,B,C}×Z3τ−∗×{A,B,C}, we refer to the corresponding matrix factorization

(
ϕ

(
w ′) ,ψ

(
w ′))

as the canonical form of arc-type objects in MF
(
x y z

)
.

It is in general a non-trivial problem to determine whether a given object is indecomposable or not in
the Fukaya category Dπ (W Fuk(P )) or the stable category MF(x y z).

Question 1.0.7. When is the above canonical form indecomposable?

Moreover, we do not know yet if they are all different and exhaust all indecomposable isomorphism
classes.

Question 1.0.8. Does the canonical form uniquely represents every isomorphism class of indecomposable
objects in Dπ (W Fuk(P )) or MF(x y z)?

We need another algebraic framework to answer the above questions.

Representation of Cohen-Macaulay modules. In a recent work [BD17] of Burban-Drozd, they developed
a new representation-theoretic method to deal with Cohen-Macaulay modules over non-isolated surface
singularities such as A = k[[x, y, z]]/(x y z). As a consequence, they classified all indecomposable Cohen-
Macaulay modules, proving that those non-isolated surface singularities have tame Cohen-Macaulay rep-
resentation type.

More precisely, they introduced new categories Tri (A) (category of triples) and Rep (XA) (category of
elements of a certain bimodule XA) and constructed functors

CM(A)

F
'
−→ Tri(A)

H

−→ Rep(XA)

7



such that F is an equivalence of categories and H preserves indecomposability and isomorphism classes
of objects. Objects in Rep (XA) can be represented as

k((t ))lz

k((t ))dzx k((t ))dyz

k((t ))lx k((t ))ly

k((t ))dxy

θz
zx

θz
yz

θx
zx

θx
xy

θ
y
yz

θ
y
xy

(1.0.1)

for six k((t ))-vector spaces and six k((t ))-linear maps between them. Consequently, the classification
of indecomposable objects in CM (A) is equivalent to the classification in Rep (XA) , which reduces to a
certain problem of linear algebra called the matrix problem.

A slight modification of morphisms in Rep (XA) allows the functor H to be an equivalence. We denote

the underlying quiver as Q A :=

•

◦ ◦

• •

◦

and the modified category as Rep (Q A) (category of decorated

representations on Q A). Then we have an equivalence

FBD : CM(A)

F
'
−→ Tri(A)

H′

'
−→ Rep(Q A) ,

(1.0.2)

as will be shown in Chapter 5. Because the natural functor Rep (Q A) → Rep(XA) preserves indecompos-
ability and isomorphism classes of objects, the classification of indecomposable objects agrees in both
categories.

Band/String data. Burban-Drozd provided a complete list of indecomposable objects in Rep (XA) (hence
in Rep(Q A)), which fall into two types: band-type and string-type. The canonical form Θ

(
w,λ,μ

)
of band-

type objects is given in Figure 1.3, which is parameterized by the band word

w = (l1,m1,n1, l2,m2,n2, . . . , lτ,mτ,nτ) ∈Z3τ

(τ ∈ Z≥1), the eigenvalue λ ∈ k×, and the multiplicity μ ∈ Z≥1, which together form the band datum(
w,λ,μ

)
. It is decomposable if and only if the band word w is periodic, i.e., w = w̃ #N for some band word

w̃ and N ∈Z≥2. The band-type canonical form consists countably many one-parameter families.
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k((t ))τμ

k((t ))τμ k((t ))τμ

k((t ))τμ k((t ))τμ

k((t ))τμ






t n−1 +1 Iμ 0
...

0 t n−τ +1 Iμ












t n+1 +1 Iμ 0
...

0 t n+τ +1 Iμ
















0 t l+2 +1 Iμ 0
...

. . .
0 0 t l+τ +1 Iμ

t l+1 +1 Jμ(λ) 0 ∙ ∙ ∙ 0















t l−1 +1 Iμ 0
...

0 t l−τ +1 Iμ











t m−
1 +1 Iμ 0

...
0 t m−

τ +1 Iμ












t m+
1 +1 Iμ 0

...
0 t m+

τ +1 Iμ







where a+ := max{0, a} and a− := max{0,−a} for a ∈Z

Θ
(
w = (li ,mi ,ni )τi=1 ,λ,μ

)

Figure 1.3: Canonical form of band-type indecomposable objects in Rep (XA)

The canonical form Θ (w) of string-type objects is parameterized the following 9 sets:

{x}×Z3τ−4 × {x} , {x}×Z3τ−3 ×
{

y
}

, {x}×Z3τ−2 × {z} ,{
y
}
×Z3τ−5 × {x} ,

{
y
}
×Z3τ−4 ×

{
y
}

,
{

y
}
×Z3τ−3 × {z} ,

{z}×Z3τ−6 × {x} , {z}×Z3τ−5 ×
{

y
}

, {z}×Z3τ−4 × {z} .

Each element w is called the string word (or the string datum). They are all indecomposable. There are
countably many of them.

The corresponding canonical form of band-type and string-type objects in CM(A) are denoted as
M

(
w,λ,μ

)
and M (w) , respectively. They were obtained in [BD17] by an algebraic way called the recon-

struction procedure.

Theorem 1.0.9 (Burban-Drozd). Any indecomposable Cohen-Macaulay module over A =k[[x, y, z]]/(x y z)
is isomorphic to either M

(
w,λ,μ

)
for some non-periodic band datum

(
w,λ,μ

)
or M (w) for some string

datum w. They are not isomorphic to each other, except that M
(
w,λ,μ

) ∼= M
(
w∗,λ,μ

)
if a band word w∗

is a shift of another band word w.

This reveals that the singularity A has tame Cohen-Macaulay representation type. Namely, indecom-
posable isomorphism classes in CM(A) is neither finite nor countable, but still they consist countably
many one-parameter families.

This makes A a very important object from a representational point of view.

The same method was also applied to every degenerate cusp singularities to show that they are all
Cohen-Macaulay tame.

The stable category CM(A) = CM(A)/{A} shares all isomorphism classes of indecomposable objects
with the original category CM(A), but loses just one class containing the free module A. This is be-
cause the free module A is regarded as a zero object in CM(A). It is written in the canonical form as
A = M ((0,0,0),1,1) in the original category CM(A).
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Under Eisenbud’s equivalence MF(x y z) ' CM(A), Burban-Drozd obtained matrix factorizations cor-
responding to indecomposable Cohen-Macaulay modules M

(
w,λ,μ

)
in the case of rank 1 band data.

Question 1.0.10. For general band/string data, what matrix factorization corresponds to the Burban-Drozd’s
canonical form of indecomposable Cohen-Macaulay modules?

Then they raised a question of what their symplectic images would be in the Fukaya category Dπ (W Fuk(P ))
under homological mirror symmetry (Remark 9.8 in [BD17]). This naturally leads to the more general next
question.

Question 1.0.11. What are symplectic images of indecomposable Cohen-Macaulay modules in the Fukaya
category, and are they geometric?

Question 1.0.10 is purely algebraic, but we will use homological mirror symmetry to answer it. We al-
ready have candidates for the corresponding matrix factorizations, that is, the canonical form of loop/arc-
type matrix factorizations. If they turn out to be suitable, we can also answer Question 1.0.11. Recall that
they came from corresponding canonical form of loops/arcs with holonomies, which are geometric ob-
jects in the Fukaya category.

Mirror symmetry correspondence. Summing up, we have equivalences and correspondences as follows.

Dπ (W Fuk(P ))

localized

mirror functor

ΦL

'
−→ MF(x y z)

Eisenbud

coker
'
−→ CM(A)

Burban

-Drozd

FBD
'
−→ Rep(Q A)

L
(
w ′,λ′,μ

) ∼=
7→ ϕ

(
w ′,λ,μ

) ?
←→ M

(
w,λ,μ

)
7→ Θ

(
w,λ,μ

)

L
(
w ′

) ∼=
7→ ϕ

(
w ′

) ?
←→ M(w) 7→ Θ(w)

Note that objects in each category are parameterized by loop/arc data or band/string data. The main task
of the current thesis is to establish the correspondence between the canonical form in MF(x y z) which are
parameterized by loop/arc data and the canonical form in CM(A) parameterized by band/string data. But
we don’t yet have enough language to interpret the module M

(
w,λ,μ

)
(or M(w)) and compute an explicit

form of the corresponding matrix factorization.

The conceptual understanding of the Cohen-Macaulay module corresponding to the decorated rep-
resentation will be postponed to Chapter 5, where we will discuss a geometric construction of a quasi-
inverse functor of FBD.

Matrix factorizations from Cohen-Macaulay modules. We deal with the computational aspect first. Fol-
lowing the reconstruction procedure in [BD17], what we are explicitly given first are generators of an
A-module M̃

(
w,λ,μ

)
, which is not Cohen-Macaulay in general. Then a process called Macaulayfication

extends it to the actual Cohen-Macaulay module M
(
w,λ,μ

)
by adding Macaulayfying elements. Next, we

need to find a matrix factorization
(
ϕ,ψ

)
such that cokerϕ is isomorphic to M

(
w,λ,μ

)
, or equivalently,

find a free resolution of M
(
w,λ,μ

)
. However, because the Macaulayfying elements appear irregularly

depending on the band/string data, it is not easy to establish free resolutions involving them all at once.

To address this difficulty, we introduce a combinatorial tool called generator diagram which allows
us to perform a systematic computation in the following steps.
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(1) Represent generators of M̃ (w,λ,1) on the generator diagram.

(2) Add Macaulayfying elements of M̃ (w,λ,1) to Macaulayfy it to M (w,λ,1).

(3) Find a free resolution of M (w,λ,1), which yields the corresponding matrix factor ϕ
(
w ′,λ,1

)
.

(4) Substitute Jμ (λ) forλ inϕ
(
w ′,λ,1

)
to obtain the matrix factor ϕ

(
w ′,λ,μ

)
corresponding to M

(
w,λ,μ

)
.

The situation is similar for the string-type M (w), and we apply steps (1) to (3) above.

Conversion formula. Interestingly, it turns out that there is a conversion formula between normal loop/arc
words w ′ and band/string words w , which relates the canonical form ϕ

(
w ′,λ,μ

)
or ϕ

(
w ′

)
of matrix fac-

torizations with the canonical form M
(
w,λ,μ

)
or M(w) of Cohen-Macaulay modules.

Theorem 1.0.12 (Main Theorem I). (1) We have a conversion formula

{
normal loop words

} 1:1
↔ {band words}

w ′ ↔ w

under which there is an isomorphism

cokerϕ
(
w ′,λ,μ

) ∼= M
(
w,λ,μ

)

in CM(A), except for the degenerate cases where w ′ = (2,2,2)#τ ↔ w = (0,0,0)#τ and λ= 1.

In a non-periodic degenerate case where w ′ = (2,2,2) ↔ w = (0,0,0), λ= 1 and μ ∈Z≥2, we have

cokerϕdeg
(
(2,2,2),1,μ−1

) ∼= M
(
(0,0,0),1,μ

)
,

in CM(A). Note that μ= 1 case corresponds to the zero object, which is not counted as an indecomposable
object by definition.

(2) We have a conversion formula

{normal arc words}
1:1
↔

{
string words

}

w ′ ↔ w

under which there is an isomorphism in CM(A)

cokerϕ
(
w ′) ∼= M (w) .

The conversion formula between loop/arc data and band/string data realizes one-to-one correspon-
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dences between indecomposable objects (up to isomorphism) in each category as

{
loop-type indecomposable objects in Dπ (W Fuk(P )) or MF(x y z)

}/
∼isomorphism

1:1
↔

{
non-periodic loop data

}/
∼shifting

1:1
↔

({
non-periodic band data

}∖
{((0,0,0),1,1)}

)/
∼shifting

1:1
↔

{
band-type indecomposable objects in CM(A) or Rep(Q A)

}/
∼isomorphism

&
{

arc-type indecomposable objects in Dπ (W Fuk(P )) or MF(x y z)
}/

∼isomorphism

1:1
↔ {arc data}

1:1
↔

{
string data

}

1:1
↔

{
string-type indecomposable objects in CM(A) or Rep(Q A)

}/
∼isomorphism .

This answers to all questions raised so far. Regarding Question 1.0.7, the arc-type canonical form is
always indecomposable, while the loop-type canonical form is indecomposable if and only if the loop
word is non-periodic. This implies that a periodic loop is quasi-isomorphic to the direct sum of non-
periodic ones in the Fukaya category, which is not obvious at all.

The above shown correspondences also provide a positive answer to Question 1.0.8: The canonical
form of loop/arc-type indecomposable objects represents every isomorphism class of indecomposable
objects in Dπ (W Fuk(P )) or MF(x y z).

Those also translates Burban-Drozd’s classification result of Cohen-Macaulay modules into the lan-
guage of matrix factorizations, providing the explicit canonical form which would have hardly been found
without the aid of mirror symmetry. This gives a complete answer to Question 1.0.10.

Because the canonical form L
(
w ′,λ′,μ

)
or L

(
w ′

)
is geometric (not need to be expressed as a twisted

complex of another geometric objects) in the derived Fukaya category Dπ (W Fuk(P )), we have a com-
plete and positive answer to Question 1.0.11.

Correspondence of modules and geodesics. Combining Proposition 1.0.3, Theorem 2.4.2 and Theorem
1.0.12, we get the following neat and intuitive conclusion.

Corollary 1.0.13. Under homological mirror symmetry, there is a one-to-one correspondence

{
isomorphism classes of indecomposable Cohen-Macaulay modules over A

}∖
{[A]}

1:1
↔

{
closed geodesics in P with holonomy Jμ

(
λ′

)
∈ GLμ (k)

}
∪

{
open geodesics in P

}

where P is given a hyperbolic metric with three cusps.

Geometric interpretation of tameness. In a representation-theoretic point of view, the above symplectic-
geometric interpretation explains very naturally the tameness of Cohen-Macaulay modules over A. As
already pointed out in Definition 1.0.4, it is very obvious that loop words (or free homotopy classes of
loops or closed geodesics) and arc words (or homotopy classes relative to bounded end points or open
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geodesics) in P are only countably many. Then an indecomposable local systems lying on a fixed loop
and having a fixed rank μ are only parameterized by the holonomy parameter λ′ ∈k× up to gauge equiv-
alence. It counts for the reason why loop data consist countably many one-parameter families.

Applications. The above parameterization and correspondence interchange plenty of algebraic structure
and geometric symmetry lying naturally on each category. In particular, we can gain insights or perform
certain calculations on one side that are difficult on the other side. Here we present only three of those
kinds of application, while expecting that there would be further interesting translation between two dif-
ferent languages.

First, categories involved in HMS have a natural triangulated structure. Along with the parameteri-
zation by band or loop data, an object with higher multiplicity is given by some mapping cone or twisted
complex consisting of objects with lower multiplicities, which can be also understood as a higher rank
local system attached to the Lagrangian. This reveals that the twisted complexes can be well expressed
using band or loop data and makes the computations regarding them much easier.

Second, we show that taking dual of modules in CM(A) corresponds to an inversion of curves in
Dπ (W Fuk(P )) that flips the punctured sphere back and forth. The operations can be done by multiplying
−1 to band/string or loop/arc words. See Proposition 4.2.1.

Finally, the Auslander-Reiten translation in CM(A) is in general not easy to compute in terms of
the band data. But it is equivalent to reversing the orientation of underlying curves in Dπ (W Fuk(P )),
which we can understand more intuitively. It also have a neat description in loop data, which can then be
converted into band data. See Proposition 4.2.2.
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Introduction to Chapter 5. The discussion so far shows that Cohen-Macaulay modules over degenerate
cusp singularities have a quite complicated nature. Representation theory of Cohen-Macaulay modules
in [BD17] is highly non-trivial and the reason why the hexagonal quiver is involved is also not obvious at
all. We already introduced the generator diagram as a visual tool to understand the combinatorics of gen-
erators of Cohen-Macaulay modules, however, it doesn’t still account for the meaning of those generators
and their relations.

Here we study the underlying geometry of degenerate cusp singularities as well as Cohen-Macaulay
modules over them, which would provide a more intuitive and direct relation between Cohen-Macaulay
modules and decorated quiver representations. It will also reveal the underlying geometry of the combi-
natorics over the generator diagram.

As another consequence, it provides an explicit quasi-inverse of the Burban-Drozd functor

FBD : CM(A) −→ Tri(A) −→ Rep(Q A) .

discussed in Equation 1.0.2. It has also appeared in [BZ20] in a different form, but our construction will
still add it a geometric flavor.

The construction below is also applicable to another degenerate cusp singularities whose normaliza-
tion is regular, but in this thesis we focus only on A for simplicity.

Geometry of X = Spec(A). The affine scheme X = Spec(A) is defined by a single equation x y z = 0 in an
infinitesimal neighborhood of the origin. In an elementary-geometric language, it is nothing but a union
of three planes which perpendicularly meet at the origin. Again in the language of schemes, X is still
a gluing of three ‘infinitesimal planes’ Speck[[x, y]], Speck[[y, z]], Speck[[z, x]] along three ‘infinitesimal
axes’ Speck((x)), Speck((y)), Speck((z)) in the following sense. Together with six natural ‘inclusion maps’
from axes to planes, they form a hexagon diagram as in Figure 1.4.

Speck((z))

Speck[[z, x]] Speck[[y, z]]

Speck((x)) Speck((y))

Speck[[x, y]]

colimit
(gluing)

X = Spec(A)

Figure 1.4: Geometric Construction of X = Spec(A)

Proposition 1.0.14. The affine scheme X = Spec(A) is the (categorical) colimit of the hexagon diagram of
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affine schemes in in Figure 1.4.

Degenerate Vector Bundles. The above observation on the geometry of X gives us great insight into
motivating the following definition.

Definition 1.0.15. Given a decorated representation Θ on Q A as in Diagram 1.0.1, we construct a hexagon
diagram Θ̂ of affine X -schemes as shown in Figure 1.5. We attach (trivial) vector bundles Speck[[x, y]]×
Adxy , Speck[[y, z]]×Adyz , and Speck[[z, x]]×Adzx over infinitesimal planes at three target vertices, and (triv-
ial) vector bundles Speck((x))×Alx , Speck((y))×Aly , and Speck((z))×Alz over infinitesimal axes at three
source vertices. The ranks of them are determined by the dimension of k((t ))-vector spaces in Θ. At six ar-
rows we attach appropriate vector bundle maps θ̂N•■ which come from six k((t ))-linear maps θN•■ in Θ. Then
we define the degenerate vector bundle E (Θ) over X associated to Θ as the colimit

E (Θ) := colimΘ̂

of the diagram Θ̂ in the category of affine X -schemes.

k((t ))lz

k((t ))dzx k((t ))dyz

Θ

k((t ))lx k((t ))ly

k((t ))dxy

θz
zx

θz
yz

θx
zx

θx
xy

θ
y
yz

θ
y
xy

construct

Speck((z))×Alz

Speck[[z, x]]×Adzx Speck[[y, z]]×Adyz

Θ̂

Speck((x))×Alx Speck((y))×Aly

Speck[[x, y]]×Adxy

θ̂z
zx θ̂z

yz

θ̂x
zx

θ̂x
xy

θ̂
y
yz

θ̂
y
xy

colimit
(gluing)

E (Θ)

Figure 1.5: Degenerate Vector Bundle E (Θ) associated to the Representation Θ

The base spaces (Speck[[•,■]] and Speck((•))) are glued under the natural inclusion maps and the
fibers (Ad•■ and Al•) are glued according to maps θN•■ in Θ. Then the universal property of the colimit,
or intuitively just by forgetting fibers, we get the projection map π̂ : E (Θ) → X , which makes E (Θ) an
X -scheme.

Because the rank of individual trivial bundles are different over each component, we cannot call E (Θ)
as a vector bundle in a traditional sense. But together with the projection map we can still enjoy similar
concepts and properties of it.
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Degenerate vector bundles over X form a subcategory DVB(X ) of category of X -schemes. Then the
above construction gives rise to a functor E : Rep(Q A) → DVB(X ), which is shown to be an equivalence of
categories.

Global sections. A (global) section ŝ : X → E (Θ) is by definition an X -morphism, that is, a morphism of
schemes satisfying π̂◦ ŝ = idX . It is made from 6 individual sections

sxy ∈k[[x, y]]dxy : Speck[[x, y]] → Speck[[x, y]]×Ad1 ,
syz ∈k[[y, z]]dyz : Speck[[x, y]] → Speck[[x, y]]×Ad2 ,
szx ∈k[[z, x]]dzx : Speck[[x, y]] → Speck[[x, y]]×Ad3 ,

rx ∈k((x))lx : Speck((x)) → Speck((x))×Alx ,
ry ∈k((y))ly : Speck((y)) → Speck((y))×Aly ,
rz ∈k((z))lz : Speck((z)) → Speck((z))×Alz ,

of trivial vector bundles satisfying 6 gluing conditions

szx (0, x) = θzx
x (x)rx (x), sxy (x,0) = θ

xy
x (x)rx (x) ,

sxy
(
0, y

)
= θ

xy
y

(
y
)

ry
(
y
)
, syz

(
y,0

)
= θ

yz
y

(
y
)

ry
(
y
)

,

syz (0, z) = θ
yz
z (z)rz (z), szx (z,0) = θzx

z (z)rz (z) .

Namely, they must be compatible with the gluing of the underlying degenerate vector bundle to be merged
together. If then, the universal property of colimit ensures a unified section ŝ.

Proposition 1.0.16. Any section of the degenerate vector bundle E (Θ) is induced in the above way.

Whenever a tuple
(
sxy, syz, szx,rx,ry,rz

)
induces a section ŝ, it turns out that

(
rx,ry,rz

)
is uniquely deter-

mined by
(
sxy, syz, szx

)
. Therefore the section ŝ can be identified with an element s :=

(
sxy, syz, szx

)
. In this

respect, we can identify the set of all sections Γ (E (Θ)) with a subset of k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx

satisfying the gluing conditions for some
(
rx,ry,rz

)
. Moreover, it has a natural A-module structure because

A is the function ring of the base scheme X .

Lemma 1.0.17. The set Γ (E (Θ)) of all sections is a Cohen-Macaulay A-module.

Taking global sections gives a functor Γ : DVB(X ) → CM(A).

Equivalence of categories. So far we constructed the category DVB(X ) and two functors E : Rep(Q A) →
DVB(X ) and Γ : DVB(X ) → CM(A). Now we can state our main theorem.

Theorem 1.0.18 (Main Theorem II).

DVB(X )

CM(A) Rep(Q A)

Γ global
section

FBD

E gluing functor

(1) (Γ◦E )◦FBD ' idCM(A)

(2) FBD ◦ (Γ◦E ) ' idRep(Q A )

Therefore, categories CM(A) and Rep(Q A) are equivalent. As the gluing functor E is also an equivalence,
the category DVB(X ) is also equivalent to them.

Therefore we can identify Cohen-Macaulay modules and decorated quiver representations with de-
generate vector bundles, adding geometry to previous concepts. We hope that this new geometric per-
spective would enhance our understanding of algebraic operations such as dual, tensor product, and
triangulated structures on Cohen-Macaulay modules.
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Chapter 2

Wrapped Fukaya Category of Pair-of-Pants
Surface

2.1 Fukaya Category and Localized Mirror Functor

Let us recall our geometric setup of Fukaya category and localized mirror functor. We refer readers to
Fukaya-Oh-Ohta-Ono [FOOO09], Seidel [Sei11], Akaho-Joyce [AJ10] for general definitions and properties
of Fukaya category, and [CHL17] for localized mirror functor formalism.

In this paper, a symplectic manifold (M ,ω) is given by a punctured Riemann surface Σ with an area
form ω on it. In particular, many operations on the Fukaya category can be explained combinatorially as
counts of suitable (immersed) polygons (instead of counting solutions of J-holomorphic curve equation).

An object of Fukaya category of Σ will be given by oriented immersed curves ι : L → M , which auto-
matically satisfies the Lagrangian condition (ι∗(ω) = 0,dim(L) = 1

2 dim(M)). We will call L an immersed
Lagrangian. Our Lagrangian is always oriented, and hence we will omit it from now on. (In fact, we will
only consider regular immersed curves; see Definition 2.2.2). We allow non-compact Lagrangians that
start and end at punctures (morphisms between them will be defined as in wrapped Fukaya category).
Our Fukaya category is defined over the Novikov field Λ where

Λ :=
{ ∞∑

i=0
ai T λi

∣
∣
∣ai ∈C, lim

i→∞
λi =∞

}
.

This was introduced to handle infinite sums whose energy (exponent of T) of summands approach infin-
ity. Note that M is an exact symplectic manifold ω = dθ, and if we consider exact Lagrangians ι : L → M
only (with ι∗θ = d fL for some function fL : L → R), we can work with C-coefficients. With exact La-
grangians, a J-holomorphic curve with prescribed inputs and an output has a fixed energy, and hence
its count is finite from the Gromov-Compactness theorem.

But compact immersed Lagrangians that we are interested in are not exact, hence we need to work
with Λ a priori. The energy filtration of Λ is used to run Maurer-Cartan formalism as well as the localized
mirror functor.
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To compare with the matrix factorizations over C, we will make an evaluation T = 1 later. In general,
an evaluation T = 1 for an element of Λ does not make sense. But for regular immersed curves, even
though they are not exact, we will be able to make the evaluation T = 1 (see Appendix 2.2).

Let us recall the definition (and convention) of an A∞-category over the field Λ.

Definition 2.1.1. An A∞-category C over Λ consists of a collection of objects Ob(C ), a (graded) Λ-module
Hom(A1, A2) for A1, A2 ∈Ob(C ), and a set of A∞-operations {mk }k≥1 where

mk : Hom(A1, A2)⊗∙∙ ∙⊗Hom(Ak , Ak+1) → Hom(A1, Ak+1).

They satisfy A∞-relations

∑

p,q
(−1)†mn−q+1

(
f1, . . . , fp ,mq

(
fp+1, . . . , fp+q

)
, fp+q+1, . . . , fn

)
= 0

for any fixed k ≥ 1 and possible p, q ≥ 1. Here, † = |a1|+ ∙ ∙ ∙+ |ap |−p is related to the grading of inputs.

An A∞-functor F between two A∞-categories A , B consists of maps {Fk }k≥0 where

F0 : Ob(A ) →Ob(B)

and for k ≥ 1,

Fk : HomA (A1, A2)⊗∙∙ ∙⊗HomA (Ak , Ak+1) → HomB(F0(A1),F0(Ak+1)).

They satisfy similar A∞-relations

∑

t ,i1+∙∙∙+it=n
mt

(
Fi1

(
a1, . . . , ai1

)
, . . . ,Fit

(
ait−1+1, . . . , an

))

=
∑

p,q
(−1)†Fn−q+1

(
a1, . . . , ap ,mq

(
ap+1, . . . , ap+q

)
, . . . , an

)
.

We will only consider a countable family of regular immersed Lagrangians on Σ as objects of Fukaya
category. Without loss of generality, we may assume that these curves intersect transversely away from
self intersection points and there are no triple (or higher) intersections.

Since M is non-compact and has cylindrical ends toward the punctures, we choose a Hamiltonian
function H on M which is quadratic at infinity (to define wrapped Fukaya category). Let φH be a time
one map of its Hamiltonian vector field XH . Often we will simply write L instead of writing the immersion
ι : L → M for convenience.

Definition 2.1.2. For two immersed oriented Lagrangians L1,L2 that intersect transversely, C F ∗(L1,L2) is a
Z/2-graded vector space over Λ generated by φH (L1)∩L2. Here an intersection p ∈C F∗(L1,L2) is odd if the
orientation of Tp L1 ⊕Tp L2 agrees with that of Tp M and it is even otherwise. The self Hom space C F ∗(L,L)
is a Z/2-graded vector space over Λ generated by φH (L)∩L.

It is well-known how to define a differential and A∞-operations in general. We will add another object,
compact immersed Lagrangian in the pair of pants, called Seidel Lagrangian L. To run the Maurer-Cartan
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theory, we can work with the following Morse complex version of self-Hom space instead of Hamiltonian
perturbation. We refer readers to Seidel [Sei11] for more details, and in particular the sign convention.

Let ι : L → M be a regular compact Lagrangian immersion. We fix a Morse function on L so that its crit-
ical points are away from immersed points, and intersection points with other Lagrangians, and denote
by C∗

Mor se (L) the resulting Morse complex of L over Λ. Let us explain the association of two immersed
generators for each self intersection point p ∈ M of ι. For two branches L̃1, L̃2 of ι(L) in the neighborhood
of p, we can associate two local Floer generators p ∈C F (L̃1, L̃2), p ∈C F (L̃2, L̃1). We may choose branches
so that p is odd, and p is even. For the Seidel Lagrangian L, we define

C F∗(L,L) :=C∗
Mor se (L)

⊕

p
(Λ‹p›⊕Λ‹p›)

where the sum is over the self intersection points of L.

If L0, . . . , Lk are immersed Lagrangians and for wi ∈ C F∗(Li−1,Li ) for i = 1, ∙ ∙ ∙k given by transverse
intersections or immersed generators, an A∞-operation mk (w1, . . . , wk ) is defined by counting immersed
rigid (holomorphic) polygons with convex corners at w1, ∙ ∙ ∙ , wk , w0 with w0 ∈C F |w0|(Lk ,L0), contributing
a term ±T ω(u) ∙ w 0 ∈ C F 1−|w0|(L0,Lk ). We take the sum over all such u and w0. If a polygon has a non-
convex corner, it is not difficult to show that such a polygon comes with at least one parameter family of
holomorphic polygons and thus it is not rigid.

Let P be a pair of pants which is a three-punctured sphere P1 \{a,b,c} and L be the Seidel Lagrangian
in P as in Figure ??. Since L has 3 self-intersections, a Floer complex of L has 8 generators

C F∗(L,L) = ‹e, X ,Y , Z , X ,Y , Z , p›

where e and p are a minimum and a maximum of the chosen Morse function on L.

Theorem 2.1.3. [CHL17] Assume that the areas of two triangles bounded by L in P are the same. A linear
combination b = x X + yY + z Z ∈C F∗(L,L)⊗ΛΛ‹x, y, z› is a weak bounding cochain. Namely, we have

∞∑

i=0
mk (b, . . . , b) = x y z ∙e. (2.1.1)

The only nontrivial A∞-operation ismk (X ,Y , Z ) which counts the front triangle bounded by L passing
through e, and we have the mirror potential W = x y z from the pair of pants P .

For weakly unobstructed Lagrangian L in symplectic manifold M , localized mirror functor formalism
[CHL17] gives an A∞-functor from Fukaya category of M to the matrix factorization category of W L (here
we follow the convention in [CHL15]).

Theorem 2.1.4. [CHL17] Let W L be the disc potential of L. The localized mirror functor F L : W F (X ) →
MF (W L) is defined as follows.

• For a given Lagrangian L, mirror object F L(L) is given by the following matrix factorization ML

(
C F (L,L),−m0,b

1

)
,where m0,b

1 (x) =
∞∑

l=0

mk (x,b, . . . , b
︸ ︷︷ ︸

l

).
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• Higher component of the A∞-functor

F L
k : C F (L1,L2)⊗∙∙ ∙⊗C F (Lk ,Lk+1) →MF (ML1 , MLk+1 )

is given by

F L
k

(
f1, . . . , fk

)
:=m0,...,0,b

k+1

(
f1, . . . , fk ,•

)
=

∞∑

l=0

mk+1+l ( f1, . . . , fk ,•,b, . . . , b
︸ ︷︷ ︸

l

).

Here the input • is an element of MLk+1 =C F (Lk+1,L).

Then, F L defines an A∞-functor, which is cohomologically injective on L.

L

L

b

b

b

Figure 2.1: Reading off entries of matrix factorization from decorated strips

The above theorem prescribes how to find the mirror matrix factorization from geometry. Given a
curve L, take the Z/2-graded vector space generated by the intersection L ∩L. Count decorated strips
bounded by L and L as in Figure 2.1. Here decorated means that we allow strips to have arbitrary many
corners (of X ,Y , Z ), and the resulting count records the labels of them (by x, y, z). By index reasons, each
strip should map an even (resp. odd) intersection to an odd (resp. even) intersection. If we record all
these data in two matrices, they become the matrix factorization of the disc potential function WL corre-
sponding to L.

In our case, a disc potential of Seidel Lagrangian L is W L = x y z, and three simplest non-compact
Lagrangians connecting different punctures are mapped to the three factorizations x ∙ y z, y ∙ xz, z ∙ z y .
From this, F L becomes an quasi-equivalence recovering the results of [AAE+13] for P .

Theorem 2.1.5. W F (P ) is derived equivalent to MF(x y z).

2.1.1 Computation of localized mirror functor

In this section, we illustrate the computation of the localized mirror functor with a relatively simple exam-
ple. Namely, we will find the mirror matrix factorization of the loop with holonomy L := L

(
(3,−2,2) ,λ′,1

)
.

Note that L and L have 6 intersections, say p, q , r , and s, t , u as shown in Figure 2.2. Here we will
consider them elements of Hom (L,L). It is convenient to view them as clockwise angles from L to L.
Their complement clockwise angles from L to L consist Hom (L,L) and are denoted as p, q , r , and s, t ,
u, respectively. We are using a Z/2-grading on Hom (L,L) , where the degree of each angle is determined
by orientations of two curves L and L at the angle. Namely, the orientations of L and L are the same at
even(+ or 0) -degree angles p, q , and r , and different at odd(− or 1) -degree angles s, t , and u. So we have
a decomposition as

Hom(L,L) = Hom0 (L,L)⊕Hom1 (L,L) =k‹p, q,r ›⊕k‹s, t ,u› .
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Then two restricted operators m0,b
1 : Hom0 (L,L) → Hom1 (L,L) and m0,b

1 : Hom1 (L,L) → Hom0 (L,L)
with respect to ordered bases

{
p, q,r

}
and {s, t ,u} yield two 3×3 matrices ΦL (L) and ΨL (L), respectively.

F−1

L
X

−
Y

−

Z

−

Fλ′

L

p +
+

q
+
+

r++

s
−
−

t
−
−

u−−

F L

7−→

p q r

s
t
u




z 0 0
y2 x −z

−λ′x2 0 y





︸ ︷︷ ︸
ΦL(L)

s t u

p
q
r




x y 0 0

−y3 +λ′zx2 y z z2

λ′x3 0 zx





︸ ︷︷ ︸
ΨL(L)

Figure 2.2: Matrix factorization of x y z corresponding to L = L
(
(3,−2,2) ,λ′,1

)

Entries can be computed by reading off the coefficients ofm0,b
1 evaluated at the corresponding inputs.

Namely, the (■,•)-entry of ΦL (L) is the coefficient of ■ in m0,b
1 (•) for • ∈

{
p, q,r

}
and ■ ∈ {s, t ,u}. It is by

definition the weighted signed counting of immersed polygons (or deformed strip) bounded by L and L,
whose vertices consist of •, elements in {X ,Y , Z } as many as needed, and then ■, in a counterclockwise
direction. Whenever there is a such polygon, a monomial of x, y , and z is added to the ■-coefficient in
m0,b

1 (•), whose multiplicities are equal to the number of times X , Y , and Z are passed in the polygon.

We follow the sign rule established in Section 7 of [Sei11]: Consider the boundary orientation of the
polygon as usual, that is, it is given in such a way that the polygon lies on the left along the orientation of
the boundary. The orientation of L is irrelevant. Let the pieces of L constituting the polygon be L1, . . . ,Ld

in a counterclockwise direction. If the orientation of L1 coincides with the boundary orientation of the
polygon, we do nothing. If they don’t coincide, we multiply (−1)|•| to the monomial, which changes the
sign only when the angle • from L to L1 has odd-degree. For 1 < k < d , whenever the orientation of Lk

differs from the boundary orientation, we change the sign, because angles X , Y , or Z from Lk−1 to Lk all
have odd-degree. Finally, if the orientation of Ld does not match the boundary orientation, we change
the sign by (−1)×(−1)|■|, where the first one comes from one of X , Y , or Z from Ld−1 to Ld and the second
one from the degree of the output angle ■ from L to Ld .

Note that we are considering loops L and L equipped with a rank 1 local system, which has a scalar
holonomy λ′ or −1 ∈ k×, respectively. (We will explain later how we deal with higher rank local systems,
which has a matrix-valued holonomy Λ ∈ GLμ (k)). It is marked as a star mark(F) on some point (say
holonomy point) on loops. Whenever the boundary of the polygon passes through a holonomy point,
the holonomy contributes to the corresponding monomial. Here we distinguish whether the holonomy
is written inside or outside the polygon at the point. If the polygon contains the holonomy λ′ inside, it is
just multiplied to the monomial. Otherwise if it is placed outside the polygon, we multiply λ′−1 instead.
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Z

−

p
+

s
−
−

F−1

L

Z

−

Fλ′

L

p +
+

s
−
−

X
−

Y
−

p +
+

s
−

F−1

L
X

−
Y

−

Fλ′

L

p +
+

s
−
−

(s, p)-entry = z (p, s)-entry = x y

Y
−

Y
−

p
+

t
−
−

F−1

L
Y

−

Fλ′

L

p +
+

t
−
−

−1F

Z
−

r+

t
−
−

F−1

L

Z

Fλ′

L

r++

t
−
−

(t , p)-entry = y2 (t ,r )-entry =−z

X
−

X
−

p
+

u−−

Fλ′

F−1

L
X

Fλ′

L

p +
+

u−−

(u, p)-entry =−λ′x2

Figure 2.3: Some entries of ΦL(L) and ΨL(L)
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2.2 Finiteness and Homotopy Invariance

In this section, we prove two Propositions 2.2.3 and 2.2.5 about the localized mirror functor.

The first proposition is about the ‘finiteness’ of the mirror matrix factorizations. Let us first remark
that for exact Lagrangians in exact symplectic manifolds, their Fukaya category can be defined over k.
Punctured Riemann surfaces are exact symplectic manifolds, but the immersed loops/arcs L that we con-
sider are not exact, hence a priori, we need to work on the Novikov field

Λ=

{
∞∑

i=0
ai T λi

∣
∣
∣
∣
∣

ai ∈k, lim
i→∞

λi =∞

}

to define their localized mirror functor images F L (L) =
(
ΦL (L) ,ΨL (L)

)
. This means, for an arbitrary un-

obstructed loop/arc L, each entry of ΦL (L) or ΨL (L) is an element of Λ[[x, y, z]] and each coefficient of a
monomial (consisting of x, y and z) in it is an element of Λ. In this case, the evaluation T = 1 may not
make sense for general infinite sums in Λ.

Definition 2.2.1. We say that F L (L) =
(
ΦL (L) ,ΨL (L)

)
is finite if each coefficient (in Λ) of a monomial in

any entry of ΦL (L) and ΨL (L) is a finite sum. In this case, we can make T = 1 substitution in F L (L) to get a
matrix factorization of x y z over k, or an object in MF

(
x y z

)
.

We need the concept of ‘regularity’ of immersed loops/arcs to ensure the finiteness of its mirror image.

Definition 2.2.2. Consider an immersed loop L : S1 →P or an immersed arc L : R→P . We also regard the
Seidel Lagrangian L as an immersed loop L : S1 →P .

(1) L is said to bound an immersed ‘fish-tale’ if there is an immersion i : D2 →P which satisfies i
(
e2πi t

)
=

L (ı(t )) for some immersion ı : [0,1] → S1 or R.

(2) Loops L and L are said to bound an immersed ‘cylinder’ if there is a continuous map j : S1 × [0,1] →P

which is an immersion on S1 × (0,1) and satisfies j
((

e2πi t ,0
))
= L(ı(t )) and j

((
e2πi t ,1

))
= L( (t )) for some

immersions ı,  : S1 → S1.

(3) L is called unobstructed if it satisfies the following conditions:

• L and L meet transversally,

• L ∪L does not have a triple intersection, and

• L does not bound any immersed disks or fish-tales.

(4) L is called regular if it is unobstructed and satisfies the following additional condition:

• L and L do not bound any immersed cylinders.

Proposition 2.2.3. For a regular immersed loop/arc L, its mirror matrix factorization F L (L) is finite.

Remark 2.2.4. It is not hard to show the converse statement that an unobstructed Lagrangian L with F L (L)
finite can be shown to be a regular immersed loop (up to Hamiltonian isotopy).
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The second proposition is about the ‘homotopy invariance’ of the localized mirror functor on regular
loops. It was already shown in [CHL19] Proposition 5.4 that the localized mirror functor takes Hamilto-
nian equivalence of the Fukaya category to the homotopy equivalence of the DG-category matrix factor-
ization (over Λ). But a homotopy between immersed loops that we consider here, are more general than
a Hamiltonian isotopy, and also we want to establish such homotopy equivalence over k.

Proposition 2.2.5. (1) If two regular immersed loops L and L ′ are freely homotopic to each other and have
the same total holonomy up to basis change, then their mirror matrix factorizations F L (L) =

(
ΦL (L) ,ΨL (L)

)

and F L
(
L′

)
=

(
ΦL

(
L′

)
,ΨL

(
L′

))
over k are homotopically equivalent in MF

(
x y z

)
.

(2) If two immersed arc L and L ′ are homotopic to each other under a homotopy keeping the end points
in the same boundaries, then their mirrors F L (L) and F L

(
L′

)
over k are homotopically equivalent in

MF
(
x y z

)
.

An overview of the proof of Propositions 2.2.3 and 2.2.5 is as follows. As we set T = 1, we only concern
about the signed count of holomorphic polygons with holonomy contributions, not about the area of
such polygons. Therefore, any homotopy of a Lagrangian L, which does not change the intersection and
holonomy pattern with L, provides exactly the same matrix factorization over k.

Meanwhile, any change of intersection pattern with fixed L in the same free homotopy class of L can
be made into a composition of five types of homotopy moves described in Figure 2.4 (Lemma 2.2.6),
with some holonomy movements. But here we focus only on homotopy moves, as holonomy moves are
easier to deal with. (Actually, it was already shown in [CHL19] Lemma 5.3 that the gauge equivalence of
Lagrangians yields an isomorphism in their mirror matrix factorizations.)

(a) Type I (b) Type II (c) Type III

(d) Type IV (e) Type V

Figure 2.4: 5 types of homotopy moves: L is green and L is red

The type I, II or III is when L slides across a self-intersection of L, an intersection of L and L or a self-
intersection of L, respectively. Later we will further divide type III into subcases III-i to III-iv as illustrated
in Figure 2.5, according to the orientation patterns given to the curves, because they give different results.
The type IV or V is when L unpoke out or poke in a part of L or L, respectively. We sometimes denote by
IV+[IV−] and V+[V−] for moves from the right[left] to the left[right] for convenience.
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Then we look at how matrix factorizations are related under those moves. Type I, II, III-i, III-ii and IV
moves don’t change the resulting matrix factorizations at all, regardless of orientations (unless specified)
on curves. In type III-iii and III-iv moves, however, they are no longer the same, but are still isomorphic
to each other by some row or column operations. Especially, the finiteness of the matrix factorizations is
preserved under type I, II, III and IV moves (Lemma 2.2.8).

In type V moves, the resulting matrix factorizations have different sizes so they can no longer be iso-
morphic in MF

(
x y z

)
. However, we show that if L′ is regular and F L (L) is finite, then F L

(
L′

)
is also finite

and completely determined by F L (L), and they are homotopic to each other in MF
(
x y z

)
(Lemma 2.2.9).

Finally, to show Proposition 2.2.3, we adopt the notion of ‘admissibility’ introduced in the paper of
Azam and Blanchet [AB22] and show that F L (L) is finite for any admissible loop L (Definition 2.2.12 and
Corollary 2.2.19). Next we show that any regular loop L′ can be deformed to an admissible loop L using
finitely many homotopy (poking) moves of type V (Lemma 2.2.21). Then we deduce the finiteness of
F L

(
L′

)
from the finiteness of F L (L) using Lemmas 2.2.8 and 2.2.9 inductively.

After the finiteness is insured for regular loops, the proof of Proposition 2.2.5 follows automatically
from Lemmas 2.2.6, 2.2.8 and 2.2.9.

2.2.1 Matrix Transformations under Homotopy Moves

In this subsection, we find the relations between matrix factorizations before and after the homotopy
moves. In the process, we will have ‘row/column operation’ according to a sliding of a curve in Lemma
2.2.8.(2) and the ‘matrix reduction’ according to removing a bigon in Lemma 2.2.9. In each type, we derive
explicit isomorphisms or homotopies. They are very useful for practical calculations as well as establish-
ing finiteness or homotopy equivalence over C.

Lemma 2.2.6. If two unobstructed loops L and L ′ are freely homotopic to each other, the intersection pattern
of L with L can be transformed to that of L ′ with L (and vice versa) by a finite composition of type I to V
homotopy moves. Moreover, if L and L ′ are regular, we can also choose all loops that appear in the process
as regular loops.

Remark 2.2.7. (1) Except the regularity condition, the assertion is just a classical Reidemeister move type
proposition. So we only explain how to construct a homotopy sequence which preserves regularity.

(2) To prove the lemma, we need the notion of ‘strong admissibility’ which will be introduced in Section
2.2.2. So we will give the proof after proving Lemma 2.2.21.

Next we seek how the matrix factorizations transform under each type of homotopy moves. We take
the strategy to minimize direct disk countings and find non-trivial ones by A∞-relations. It will be accom-
plished by finding isomorphisms in the Fukaya category between loops before and after the move.

Lemma 2.2.8. Let two unobstructed loops L and L ′ can be made into each other by one of type I to IV
moves. Then their mirror matrix factorizations F L (L) =

(
ΦL (L) ,ΨL (L)

)
and F L

(
L′

)
=

(
ΦL

(
L′

)
,ΨL

(
L′

))
are

determined by each other by the following rules. Especially, if one is finite, so is the other.

(1) In type I, II, III-i, III-ii and IV cases, F L (L) and F L
(
L′

)
are exactly the same.
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(2) In a type III-iii case, let χ be one of x, y or z according to whether b0 is X , Y or Z (in Figure 2.5c).
Then ΦL

(
L′

)
can be obtained from ΦL (L) by adding χ times the column corresponding to pk−1 to the column

corresponding to pk , and ΨL
(
L′

)
can be obtained from ΨL (L) by subtracting χ times the row corresponding

to pk from the row corresponding to pk−1. In a type III-iv case, exactly the same holds if we exchange
ΦL ↔ΨL and pi ↔ si .

Proof. We restrict to a type III-iii case, but most part of the proof works also for the other cases.

We can assume that L′ is a C 0-small perturbation of L as shown in Figure 2.5c. Namely, they have
two intersections near the self-intersection b0 ∈ {X ,Y , Z } ⊂ Hom1 (L,L) of L, denoted by f ∈ Hom0

(
L′,L

)

and g ∈ Hom0
(
L,L′

)
, so that b0 is bounded by the ‘small’ embedded bigon made by a perturbation L′

of L between vertices f and g . We further assume that the remaining part of L is perturbed to L′ in the
opposite direction, which is possible as the underlying surface P is orientable. Therefore, we have one
more ‘long’ immersed bigon between f and g , only the ends of which are shown in the figure and the
middle part of which might intersect with itself.

(a) Type III-i (b) Type III-ii (c) Type III-iii (d) Type III-iv

Figure 2.5: Isomorphisms in type III homotopy moves

Then the small and long bigons together give the following 4 equations:

m1
(

f
)
= g − g = 0, m1

(
g
)
=− f + f = 0, m2

(
f , g

)
= idL′ m2

(
g , f

)
= idL .

Here g ∈ Hom1
(
L′,L

)
in the first equation is the complement of g , where the first and second terms come

from the small and long bigons, respectively. These 4 equations show that f and g are isomorphisms be-
tween L and L′ in the A∞-category Fuk (P ) (though we need only the first equation to prove this lemma).

Note that each intersection of L and L is paired with an intersection of L′ and L. So we can write

Hom0 (L,L) =C‹p1, . . . , pk› , Hom1 (L,L) =C‹s1, . . . , sk› ,

Hom0
(
L′,L

)
=C‹p ′

1, . . . , p ′
k› , Hom1

(
L′,L

)
=C‹s′1, . . . , s′k› ,

where pk−1, p ′
k−1, pk and p ′

k denote the intersections on the boundary of the small bigon.

As F L is an A∞-functor, we know from Definition 2.1.1 that

m
MF(x y z)
1

(
F L

1

(
f
))
=F L

1

(
m1

(
f
))
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holds. Its left side is calculated as
(
ΦL

(
L′)◦ΦL

1

(
f
)
−ΨL

1

(
f
)
◦ΦL (L) , ΨL

(
L′)◦ΨL

1

(
f
)
−ΦL

1

(
f
)
◦ΨL (L)

)
∈ Hom1 (

F L (L) ,F L
(
L′)) ,

whereas the right side is just (0,0) asm1
(

f
)
= 0. This means that the following diagram commutes.

S‹p1,...,pk› S‹s1,...,sk › S‹p1,...,pk›

S‹p ′
1,...,p ′

k› S‹s′1,...,s′k› S‹p ′
1,...,p ′

k›

ΦL(L)

ΦL
1( f )

ΨL(L)

ΨL
1 ( f ) ΦL

1( f )

ΦL(L′) ΨL(L′)

Now we perform some polygon counting containing f to get

ΦL
1

(
f
)(

pi
)
=m0,0,b

2

(
f , pi

)
=

{
p ′

i if i = 1, . . . , k −1,
−xp ′

k−1 +p ′
k if i = k

and ΨL
1

(
f
)

(si ) =m0,0,b
2

(
f , si

)
= s′i if i = 1, . . . , k,

which are obvious from Figure 2.5c. These yield

ΦL
1

(
f
)
=

(
Ik−1 −xek−1

0 1

)

and ΨL
1

(
f
)
= Ik

as matrices of maps Sk → Sk , where ek−1 is the column vector in Sk−1 whose (k −1)-th entry is 1 and the
rest are 0. This proves the lemma in type III-iii case. In type I, II, III-i, III-ii and IV cases, we have ΦL

1

(
f
)
=

ΨL
1

(
f
)
= Ik , and in type III-iv case, ΦL

1

(
f
)

and ΨL
1

(
f
)

are just swapped, which prove the lemma.

We next illustrate the ‘matrix reduction’ process according to a type V move, where L′ is obtained
from L by removing a bigon made by L and L. As in Figure 2.6, we divided type V moves into 4 sub-cases
according to the orientation patterns. Namely, in type V-i and V-ii cases (resp. V-iii and V-iv cases) the
vertices of the bigon reverse (resp. preserve) the orientation of curves.

Lemma 2.2.9. Let an unobstructed loop L ′ can be obtained from an unobstructed loop L by a type V−

homotopy move, that is, by removing a bigon made by L and L. Suppose that L′ is regular and F L (L) is
finite so that written as

F L (L) =
(
ΦL (L) ,ΨL (L) : Sk ⊕S → Sk ⊕S

)
=

((
C D

E T u

)

,

(
F G

H T v

))

,

for some matrices C , F ∈ Sk×k , D, E, G, H ∈ Sk×1 and u, v ∈ S, where the last column and row of each matrix
correspond to intersections pk+1 or sk+1 on the bigon (as in Figure 2.6). Then u (resp. v) is a unit in S in
type V-i or V-ii cases (resp. V-iii or V-iv cases), and F L (L) reduces to the matrix factorization of L ′ as

F L
(
L′)=

(
ΦL

(
L′) ,ΨL

(
L′) : Sk → Sk

)
=

{(
C −Du−1E T , F

)
in type V-i or V-ii moves, or

(
C , F −Gv−1H T

)
in type V-iii or V-iv moves.

In particular, F L
(
L′

)
is also finite and completely determined by F L (L). Moreover, they are homotopically

equivalent (over C) to each other in MF
(
x y z

)
.
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Proof. We proceed in a similar way as in the proof of Lemma 2.2.8. Here we only consider type V-i case.
For the V-ii type, the same can be done with a slight sign considerations. For the other cases, we can do
the same by just switching the role of ΦL and ΨL.

(a) Type V-i (b) Type V-ii (c) Type V-iii (d) Type V-iv

Figure 2.6: Isomorphisms in type V homotopy moves

As in the previous lemma, f and g are isomorphisms between L and L′ in Fuk(P ). But note in this
case that L has 2 more intersections with L than L′ does. So we can write

Hom0 (L,L) =C‹p1, . . . , pk , pk+1› , Hom1 (L,L) =C‹s1, . . . , sk , sk+1› ,

Hom0
(
L′,L

)
=C‹p ′

1, . . . , p ′
k› , Hom1

(
L′,L

)
=C‹s′1, . . . , s′k› ,

where pk+1 and sk+1 denote the intersections of L and L on the boundary of the small bigon.

Denote ΦL (L) =:

(
C D

E T u

)

and ΨL (L) =:

(
F G

H T v

)

as matrices of maps

Sk ⊕S ∼= S ‹p1, . . . , pk›⊕S ‹pk+1› Sk ⊕S ∼= S ‹s1, . . . , sk›⊕S ‹sk+1› .
ΦL(L)

ΨL(L)

Then we have the following commuting (ignoring gray arrows) diagram from an A∞-relation on F L and
the vanishing ofm1

(
f
)

andm1
(
g
)
, as in the previous lemma.
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S‹p1,...,pk›⊕S‹pk+1› S‹s1,...,sk ›⊕S‹sk+1› S‹p1,...,pk›⊕S‹pk+1›

S‹p ′
1,...,p ′

k› S‹s′1,...,s′k› S‹p ′
1,...,p ′

k›

S‹p1,...,pk›⊕S‹pk+1› S‹s1,...,sk ›⊕S‹sk+1› S‹p1,...,pk›⊕S‹pk+1›

ΦL(L)=

(
C D

E T u

)

ΦL
1( f )=( Ik 0)

ΨL(L)=

(
F G

H T v

)

ΨL
1 ( f )=( Ik −Du−1 )

−ΨL
2 (g , f )=

(
0 0

0 −u−1

)

ΦL
1( f )=( Ik 0)

−ΦL
2(g , f )=

(
0 0
0 0

)

ΦL(L′)=C−Du−1E T

ΦL
1(g)=

(
Ik

−u−1E T

)

ΨL(L′)=F

ΨL
1 (g)=

(
Ik

0

)
ΦL

1(g )=
(

Ik

−u−1E T

)

ΦL(L)=

(
C D

E T u

)

ΨL(L)=

(
F G

H T v

)

The second A∞-relation on F L from Definition 2.1.1 evaluated at
(
g , f

)
is written as

m
MF(x y z)
1

(
F L

2

(
g , f

))
+m

MF(x y z)
2

(
F L

1

(
g
)

,F L
1

(
f
))

=F L
2

(
m1

(
g
)

, f
)
+ (−1)|g |

′

F L
2

(
g ,m1

(
f
))
+F L

1

(
m2

(
g , f

))
.

The left hand side is calculated as

(LHS) =
(
ΨL (L)◦ΦL

2

(
g , f

)
+ΨL

2

(
g , f

)
◦ΦL (L)+ΦL

1

(
g
)
◦ΦL

1

(
f
)

,

ΦL (L)◦ΨL
2

(
g , f

)
+ΦL

2

(
g , f

)
◦ΨL (L)+ΨL

1

(
g
)
◦ΨL

1

(
f
))

and the right hand side is done as

(RHS) =F L
1 (idL) =

(
ΦL

1 (idL) ,ΨL
1 (idL)

)
=

(
m0,0,b

2 (idL ,•) ,m0,0,b
2 (idL ,•)

)
= (Ik+1, Ik+1) ,

using m1
(

f
)
= 0, m1

(
g
)
= 0, m2

(
g , f

)
= idL and the property of the unit element idL . Thus comparing

both sides yields two equations






ΦL
1

(
g
)
◦ ΦL

1

(
f
)
= Ik+1 +ΨL (L) ◦

(
−ΦL

2

(
g , f

))
+

(
−ΨL

2

(
g , f

))
◦ ΦL (L)

ΨL
1

(
g
)
◦ΨL

1

(
f
)
= Ik+1 + ΦL (L) ◦

(
−ΨL

2

(
g , f

))
+

(
−ΦL

2

(
g , f

))
◦ΨL (L)

. (2.2.1)
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On the other hand, by some direct polygon counting containing f or g , we get





ΦL
1

(
f
)(

pi
)

= m0,0,b
2

(
f , pi

)
=

{
p ′

i
0

for i = 1, . . . , k,
for i = k +1

⇒ ΦL
1

(
f
)

=
(
Ik 0

)

ΨL
1

(
f
)

(si ) = m0,0,b
2

(
f , si

)
= s′i for i = 1, . . . , k ⇒ ΨL

1

(
f
)

=
(
Ik ∗

)

ΦL
1

(
g
)(

p ′
i

)
= m0,0,b

2

(
g , p ′

i

)
= pi + (∗)pk+1 for i = 1, . . . , k ⇒ ΦL

1

(
g
)

=

(
Ik

∗

)

ΨL
1

(
g
)(

s′i
)

= m0,0,b
2

(
g , s′i

)
= si for i = 1, . . . , k ⇒ ΨL

1

(
g
)

=

(
Ik

0

)

ΦL
2

(
g , f

)(
pi

)
=m0,0,b

3

(
g , f , pi

)
= 0 for i = 1, . . . , k +1 ⇒ ΦL

2

(
g , f

)
=

(
0 0
0 0

)

ΨL
2

(
g , f

)
(si ) = m0,0,b

3

(
g , f , si

)
=

{
0
w pk+1

for i = 1, . . . , k,
for i = k +1

⇒ ΨL
2

(
g , f

)
=

(
0 0
0 w

)

for some w ∈ S. Here, a priori, some coefficient of a monomial in w might consists of an infinite sum so
we cannot assume that w is indeed an element of S. But we will demonstrate that this is not the case in
the next two paragraphs, under the regularity of L′ and the finiteness of F L (L).

First, we claim that the constant term (not containing x, y or z) of w is just 1 (after substituting T = 1).
This is equivalent to showing that m3

(
g , f , sk+1

)
has only one term pk+1, coming from the obvious small-

est (embedded) quadrangle
(
äg f sk+1pk+1

)
in the figure with vertices g , f , sk+1 and pk+1. Indeed, if

there is an another (immersed) quadrangle
(
ä̃g f sk+1pk+1

)
having the same vertices, it should contain(

äg f sk+1pk+1
)

at least twice at its ends, and subtracting one of them from one end would give an im-
mersed cylinder bounded by L′ and L, which contradicts the regularity of L′.

Next, substituting the above computations into Equations 2.2.1 gives wu = uw = 1 (which should
hold a priori over Λ). Therefore, we know that the constant term of u is also 1, implying that u is a unit
(both in Λ[[x, y, z]] and S). Furthermore, by the finiteness of F L (L), each coefficient of a monomial in u
consists of a finite sum (in Λ before substituting T = 1) and then so does w = u−1, resulting in w ∈ S.

Equations 2.2.1 also fill in all other missing entries so that we have

ΨL
1

(
f
)
=

(
Ik −Du−1

)
, ΦL

1

(
g
)
=

(
Ik

−u−1E T

)

and ΨL
2

(
g , f

)
=

(
0 0
0 u−1

)

and finally, commuting of the diagram determines

ΦL
(
L′)=C −Du−1E T and ΨL

(
L′)= F.

Note that F L
1

(
f
)
◦F L

1

(
g
)

is exactly the identity morphism of F L
(
L′

)
, and F L

1

(
g
)
◦F L

1

(
f
)

is homotopic
to the identity morphism of F L (L) through an explicit homotopy

(

−ΨL
2

(
g , f

)
=

(
0 0
0 0

)

, −ΦL
2

(
g , f

)
=

(
0 0
0 −u−1

))

,

as described in Equations 2.2.1. That is, F L (L) and F L
(
L′

)
are homotopically equivalent.
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An example of the matrix reduction according to removing a bigon was given in Proposition ??. We
remark here that actually a type III-iii or III-iv move can also be obtained by a composition of type III-i,
III-ii and V moves. It would be a good exercise to check that the row/column operation process in Lemma
2.2.8.(2) matches that obtained from Lemma 2.2.8.(1) and the matrix reduction in Lemma 2.2.9.

Remark 2.2.10. According to Eisenbud’s theorem, two homotopically equivalent matrix factorizations of
x y z should yield the same Cohen-Macaulay modules over A up to free modules. In the case of Lemma 2.2.9,
in particular, we can find an explicit stable isomorphism between them as below.

S‹p1,...,pk ,pk+1› S‹s1,...,sk ,sk+1› S‹p1,...,pk ,pk+1›

S‹p ′
1,...,p ′

k›⊕S S‹s′1,...,s′k›⊕S S‹p ′
1,...,p ′

k›⊕S

ΦL(L)=

(
C D

E T u

)

∼ =

(
Ik 0

u−1E T 1

)

ΨL(L)=

(
F G

H T v

)

∼ =

(
Ik −Du−1

0 u−1

)

∼ =

(
Ik 0

u−1E T 1

)

(
C−Du−1E T 0

0 1

) (
F 0
0 x y z

)

ΦL(L′)

=

ΨL(L′)

=

Commuting of the diagram is immediate from some matrix calculations and the fact that
(
ΦL (L) ,ΨL (L)

)

is a matrix factorization of x y z. Also, note that the vertical maps are all isomorphisms. From this we get
isomorphisms

cokerΦL (L) ∼= coker

(
ΦL

(
L′

)
0

0 1

)

∼= cokerΦL
(
L′) and

cokerΨL (L) ∼= coker

(
ΨL

(
L′

)
0

0 0

)

∼= cokerΨL
(
L′)⊕ A in CM(A) .

This is also closely related to the algebraic version of matrix reduction process used in Lemma 3.6.8 which
corresponds to the removing a redundant generator of a module.

2.2.2 Admissibility

In this subsection, we recall the notion of ‘admissibility’ introduced in the paper of Azam and Blanchet
[AB22], and prove some related lemmas that we need for our propositions. In particular, we define the
notion of ‘strong admissibility’, which is a special type of admissibility that is easier to see whether a given
loop has the property.

Let L be an unobstructed loop which intersects transversally with the Seidel Lagrangian L and L it-
self. Then P \ (L ∪ L) and (L ∪ L) \ {intersection points} have only finitely many path connected com-
ponents. Define C2 = C2 (P ;L,L;Z) as a free Z-module generated by components which do not con-
tain punctures. Also define C1 = C1 (P ;L,L;Z) as a free Z-module generated by components of (L ∪L) \
{intersections points}. Then there is a natural boundary operator ∂ : C2 → C1. The orientations of el-
ements in C1 and C2 are inherited from the orientation of P ,L and L. Let us call an element of Ci an
i -chain and a basis element of Ci an i -basis for i = 1,2. Let us denote by ‹x,τ› the coefficient of τ in x,
where τ is an i -basis and x is an i -chain for i = 1,2. Note that for any 2-basis σ and 1-basis τ, ‹∂σ,τ› = 1,0,
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or −1. Also note that for each 1-basis τ, there are at most two 2-basis σ such that ‹∂σ,τ› 6= 0 and if there
are two, then they should have opposite sign.

Note that there are exactly three component containing punctures. Let us denote them by A,B , and
C . By measuring distance from the puncture, we can give a natural grading called level to each 1- and
2-basis as follows. First, boundary components of A,B and C are set to be of level 0. If a 2-basis has a
boundary component of level 0, then is is said to be of level 1. For a positive integer n, a 1-basis is said to
be of level n if it is not of level k for each k < n, and it is a boundary of some level n-component. Also, a
2-basis is said to be level n if it is not of level k for each k < n, and it has a boundary component of level
(n −1). Since basis is finite, level is well defined.

Lemma 2.2.11. The boundary map ∂ is injective.

Proof. Suppose that x is a 2-chain such that ∂(x) = 0. Take a 2-basis σ of minimal level k in x. Then, by
definition, ∂x has level k boundary 1-basis. To eliminate it, there should be 2-basis of level (k −1) in x,
which contradicts minimality of σ. Thus x = 0, which implies that ∂ is injective.

Now recall the definition of the Euler measure e : C2 →Z. For a 2-basis σ, define its Euler measure as
e(σ) = 1− 1

4 #{boundary components of σ} and extend linearly to whole of C2. Let [L] and [L] be 1-chains
obtained from the Lagrangians L and L, respectively and define a set H(L) consisting of 2-chains with
Euler measure 0 whose boundary is a linear combination of [L] and [L].

Definition 2.2.12. An unobstructed loop L is said to be admissible if any nonzero 2-chain in H (L) has both
positive and negative coefficients.

Remark 2.2.13. The regular loops turn out to be a wider class than the admissible loops. Indeed, we can
show with an obvious argument that an admissible loop is always regular, but the converse is false.

Example 2.2.14. Let L be an unobstructed loop. Then there are three components containing puncture,
namely A,B, and C . Suppose that the boundary ∂(A),∂(B),∂(C ) have both positive and negative compo-
nents of [L]. Since the boundary operator ∂ is injective and A,B, and C are not 2-basis, there are not positive
or negative 2-chain of which boundary is a linear combination of [L] and [L]. Thus L is admissible. This
motivates the following definition.

Definition 2.2.15. An unobstructed loop L is said to be strongly admissible if the boundary of punctured
components A,B ,C have both positive and negative components.

From the definition, the proposition below immediately follows.

Lemma 2.2.16. If an unobstructed loop is strongly admissible, then it is admissible.

Let p, q ∈ L ∩L and b1, ∙ ∙ ∙ ,br be self intersection points of L, and denote the set of decorated strips
whose vertices are p,b1, ∙ ∙ ∙ ,br , q by M (p,b1, ∙ ∙ ∙ ,br , q). Note that an element of M (p,b1, ∙ ∙ ∙ ,br , q) gives
a 2-chain. By mimicking the proof of Lemma 3.3, Proposition 3.4, and Corollary 3.5 in [AB22], we get the
following result.

Lemma 2.2.17. Let n be a positive integer and Z≥0 be the set of nonnegative integers. Then for any infinite
subset S ⊆Zn

≥0, there are distinct elements x = (x1, ∙ ∙ ∙ , xn) and y = (y1, ∙ ∙ ∙ , yn) such that xi ≤ yi for all i .
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Lemma 2.2.18. Let L be an admissible loop and p , q ∈ L ∩L be intersection points. Let also b1, ∙ ∙ ∙ ,br ∈
{X ,Y , Z } be self intersections of L. Then the moduli space M (p,b1, ∙ ∙ ∙ ,br , q) is finite.

Corollary 2.2.19. For an admissible loop L, its mirror matrix factorization F L (L) =
(
ΦL (L) ,ΨL (L)

)
is fi-

nite.

As pointed out in Remark 2.2.13, there are regular loops that are not admissible. To show that the
finiteness still holds for regular loops, by Lemma 2.2.9, it is enough to show that any regular loop can be
obtained from an admissible loop by only some type V− moves (Lemma 2.2.21). But we also require the
intermediate loops to be regular, for the proof of Lemma 2.2.6. So we first show the following lemma.

Lemma 2.2.20. Let L be a regular loop and L ′ be a loop obtained from L by type I, II, III, IV and V+ moves.
Then L′ is also regular.

Proof. As already mentioned above, type I, II and IV moves do not change intersection patters of L with
L, so they do not affect regularity. We restrict to the type V+ case, but the proof also works for the type III
case. Let us prove that if a perturbed Lagrangian is not regular, then so is the original one.

Let L′ be a Type V+-move of L as in Figure 2.7a, and let us denote B1,B2 the bigons with vertices f , g
as in Figure 2.7b. Suppose that L′ is not regular so that there is an immersed cylinder bounded by L′ and
L. There are two cases depending on the direction of the cylinder as in Figure 2.7c and 2.7d. Suppose that
the cylinder is on the left. Then the bigon B1 is totally contained in the cylinder. Thus, by cutting out B1

and attaching B2 to the cylinder, we get another cylinder bounded by L and L. The old and new cylinders
are illustrated in Figure 2.8. Similarly, if the cylinder is on the right, one can obtain a new cylinder by
cutting out B2 and attaching B1. Hence we prove that if L′ is non-regular, so is L.

(a) Perturbation (b) Bigons (c) Cylinder at the left side (d) Cylinder at the right disc

Figure 2.7
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(a) Domain of the cylinder (b) Perturbed domain of the left side cylin-
der

(c) Perturbed domain of the right side
cylinder

Figure 2.8: Cylinders

Lemma 2.2.21. For any regular loop L′, there are regular loops L ′ = L(0),L(1), . . . , L(d) = L satisfying the
following:

• L is admissible, and

• For i = 1, . . . , d, the intersection pattern of L (i ) with L is obtained from that of L(i−1) with L by performing a
move of type V+.

Proof. We show that any regular loop can be deformed into a strongly admissible one by using only type
V+ moves, which preserve regularity by Lemma 2.2.20. Choose any puncture, say a and take paths from
a to `x and ˜̀

x . We may take the paths so that they do not go through self intersections of L′ and meet
L′ transversally. Then perturb L′ along the path as in Figure 2.9, the component containing a has both
positive and negative boundary component of the Seidel Lagrangian, which implies that the resulting
loop is strongly admissible. This proves the lemma.

Figure 2.9: Deforming process

Now we are ready to give the proof of Lemma 2.2.6.
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Proof of Lemma 2.2.6. Suppose that homotopic unobstructed regular loops L0,L1 are given. In the proof
of Lemma 2.2.21, we may take paths from a puncture to Seidel Lagrangian so that they satisfy intersection
condition for L0 and L1 simultaneously. Then L0 and L1 are deformed to strongly admissible loops L̃0 and
L̃1, while maintaining the regularity. Note that two loops L̃0 and L̃1 are still homotopic to each other (As
in Figure 2.10, we may pretend that the puncture became larger, containing the chosen paths). Moreover,
loops appearing through the homotopy are still strongly admissible, which implies regularity. Thus we
have a sequence of regular loops connecting L0 and L1.

Figure 2.10: Deforming process
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2.3 Loop Data and Arc Data

The homotopy invariance of F L suggests that it is enough for us to consider only one loop in each es-
sential free homotopy class, and only one arc in each homotopy class keeping the end points in the same
boundaries. So we will take some specific representative in each class.

2.3.1 Loop/arc words for immersed Lagrangians

Note that the fundamental group of P can be presented as π1 (P ) = ‹α,β,γ
∣
∣αβγ= 1 ›with the based loops

α, β and γ in P shown in Figure 2.11a. Also recall that there is a one-to-one correspondence between the
free homotopy classes and the conjugacy classes in π1 (P ).

A B

C

α β

γ

(a) Generators α, β, γ of π1(P )

A B

C

l ′i -times

m′
i -times

n′i -times

Jμ
(
λ′

)F

(b) Canonical form L
(
w ′,λ′,μ

)
of loops with holonomy

Figure 2.11: Fundamental group and loop data

Definition 2.3.1. A loop word of length 3τ is

w ′ = (l ′1,m′
1,n′

1, l ′2,m′
2,n′

2, . . . , l ′τ,m′
τ,n′

τ) ∈Z3τ

(τ ∈ Z≥1). The associated loop L
(
w ′

)
is illustrated in Figure 2.11b. It visits 3 holes A, B, and C in turn,

winding them around the number of times specified in w ′. Namely, it winds hole A l ′1-times, hole B m ′
1-

times, hole C n ′
1-times, hole A l ′2-times, hole B m ′

2-times, and so on. After finally it winds hole C n ′
τ-times, it

returns to the starting point to form a closed loop. Note that its free homotopy class in
[
S1,P

]
is

[
L

(
w ′)]=

[
αl ′1βm′

1γn′
1αl ′2βm′

2γn′
2 ∙ ∙ ∙αl ′τβm′

τγn′
τ

]
.

An arc word w ′ is an element in one of the sets

{A}×Z3τ−1 × {A} , {A}×Z3τ−3 × {B } , {A}×Z3τ−2 × {C } ,
{B }×Z3τ−2 × {A} , {B }×Z3τ−1 × {B } , {B }×Z3τ−3 × {C } ,
{C }×Z3τ−3 × {A} , {C }×Z3τ−2 × {B } , {C }×Z3τ−1 × {C }

(τ ∈Z≥1). The associated arc L
(
w ′

)
starts from the hole specified in the first entry of w ′ and ends at the hole

specified in the last entry of w ′. In between, it sequentially winds holes A, B and C in turn the number of
times specified in the remaining entries of w ′. Its homotopy class is denoted as

[
L

(
w ′

)]
. See Example 1.0.2.

Two loop/arc words w ′ and w ′
∗ are regarded as equivalent if

[
L

(
w ′

)]
=

[
L

(
w ′

∗

)]
.
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We sometimes denote the j -th value of a loop/arc word w ′ as w ′
j so that

w ′ =
(
w ′

1, w ′
2, w ′

3, . . . , w ′
3τ−1, w ′

3τ

)
∈Z3τ in the loop case, and

w ′ =
(
∗, w ′

1, w ′
2, . . . , w ′

3τ−∗,∗
)
∈ {A,B,C}×Z3τ−∗× {A,B,C} in the arc case.

Then any tuple (w ′
k , w ′

k+1, . . . , w ′
l ) for some distinct k, l ∈Z3τ is called a subword in w ′.

In the loop case, we regard the index i of l ′i , m′
i and n′

i to be in Zτ (hence 3i ∈ Z3τ) and the index j
of w ′

j to be in Z3τ. Therefore, for example, (w ′
3τ−1, w ′

3τ, w ′
1) is a subword. We define the 1-shift of a loop

word w ′ to be
w ′(1) =

(
l ′2,m′

2,n′
2, . . . , l ′τ,m′

τ,n′
τ, l ′1,m′

1,n′
1

)
∈Z3τ

and k-shift to be w ′(k) which is obtained from w ′ by applying the 1-shift k-times (k ∈Z).

The following lemma is easy to check.

Lemma 2.3.2. The following operations on a loop/arc word w ′ do not change the equivalence class of w ′:

• (inserting 0s) insert the subword (0,0,0) somewhere in the middle of w ′,

• (removing 0s) remove a subword (0,0,0) in w ′ if it exists,

• (adding 1s around 0) add (1,1,1) to the subword (w ′
j−1,0, w ′

j+1) in w ′ where w ′
j = 0, and

• (subtracting 1s around 1) subtract (1,1,1) from the subword (w ′
j−1,1, w ′

j+1) in w ′ where w ′
j = 1,

• (shifting) take k-shift of a loop word w ′ for some k ∈Z.

The converse statement is also true, but its proof involves some non-trivial word problem.

Proposition 2.3.3. Two loop/arc words w ′ and w ′
∗ are equivalent if and only if w ′

∗ can be obtained from
w ′ by performing the above operations finitely many times.

Proof. See [CJKR22].

Note that several equivalent loop/arc words can represent the same (free) homotopy class. To find a
unique representative in each class, we propose the following normal form of loop/arc words. It turns out
that this also plays an important role in the conversion formula between loop/arc data and band/string
data.

Definition 2.3.4. A loop/arc word w ′ is said to be normal if it satisfies the following conditions:

• any subword of the form (a,1,b) in w ′ satisfies a,b ≤ 0,

• any subword of the form (a,0,b) in w ′ satisfies a ≤−1, b ≥ 1 or a ≥ 1, b ≤−1 or a,b ≥ 1,

• w ′ has no subword of the form (0,−1,−1, . . . ,−1,0), and

• in the loop case, w ′ does not consist only of −1, that is, w ′ 6= (−1,−1, . . . ,−1).
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We say that a loop L is non-essential if it winds around only one of three holes. A loop/arc which is
not freely homotopic to any non-essential loop is called essential. A non-essential loop L can always be
deformed so that it doesn’t meet the reference L at all, which means that F L (L) is stably trivial. Therefore,
non-essential loops will be excluded from our consideration.

According to Definition 2.3.1, non-essential loops are produced by non-essential loop words, which
are by definition equivalent to a loop word of the form

(
l ′,0,0

)
,
(
0,m′,0

)
or

(
0,0,n′

)
for some l ′,m′,n′ ∈

Z. Loop/arc words other than these are called essential. Interestingly, the above normality condition
automatically rules out non-essential loop words. Except for those, the normal form up to shifting gives
exactly one representative among equivalent essential loop/arc words.

Proposition 2.3.5. Any normal loop word is essential. Moreover, any essential loop/arc word is equivalent
to a unique normal loop/arc word up to shifting.

Proof. See [CJKR22].

For an immersed loop L : S1 →P , we define its N -concatenation by the immersed loop

L#N : S1 →P , e2πi t 7→ L
(
e2Nπi t

)
.

A free homotopy class of loops is called periodic if it is represented by an N -concatenation of another loop
for some N ∈Z≥2.

For a normal loop word w ′, we define its N -concatenation
(
w ′

)#N
as the N repetitions of w ′. It is

called periodic if it is N -concatenation of another normal loop word for some N ∈ Z≥2. The notion of
concatenation and periodicity for a normal loop word w ′ and corresponding loop L

(
w ′

)
(or

[
L

(
w ′

)]
) is

compatible in an obvious way.

2.3.2 Regularity of L
(
w ′

)
and perturbation in case w ′ = (2,2,2)#τ

According to Proposition 2.2.3, the regularity of loop/arc L
(
w ′

)
must be guaranteed to find its mirror

image.

Proposition 2.3.6. For a normal loop/arc word w ′ other than of the form (2,2,2)#τ, the corresponding
loop/arc L

(
w ′

)
is regular.

In case of w ′ = (2,2,2)#τ for some τ ∈ Z≥1, the corresponding loop L
(
(2,2,2)#τ

)
has the same free ho-

motopy type with L#(−τ). Then they have the potential to bound an immersed cylinder, which breaks the
regularity of L

(
(2,2,2)#τ

)
. To prevent this, we give a very specific perturbed version for this case. We first

define the loop L ((2,2,2)) as shown in Figure 2.12. Then we define L
(
(2,2,2)#τ

)
as the τ-concatenation of

it.
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Figure 2.12: Perturbed loop L ((2,2,2))

2.3.3 Normal loop/arc words and geodesics

Give P a hyperbolic metric on with three cusps. It can be achieved by considering the Poincaré disc as
the universal cover of P as shown in Figure 2.13.

From an elementary fact in hyperbolic geometry, we know that there is at most one geodesic in each
(free) homotopy class of loops/arcs in P . There is no geodesic that winds around only one cusp, and there
is exactly one for the other classes. That is, geodesics are in one-to-one correspondence with essential
(free) homotopy classes. This provides another nice description of normal loop/arc words.

Proposition 2.3.7. We give P a hyperbolic metric with three cusps. Then there are one-to-one correspon-
dences

{
normal loop words

}/
∼shifting

1:1
↔

{
closed geodesics in P

}

& {normal arc words}
1:1
↔

{
open geodesics in P

}
.

c

b a

b a

c

c

c

c

ba

ba

Figure 2.13: Fundamental domain of P in its universal cover (Poincaré disc)
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2.3.4 Holonomies on loops and canonical form in Dπ (W Fuk(P ))

As total holonomies on a loop L
(
w ′

)
, we consider only one in each conjugacy class, namely, the μ×μ

Jordan block Jμ
(
λ′

)
∈ GLμ (k) with eigenvalue λ′ ∈k×.

Definition 2.3.8. (1) A loop datum (w ′,λ′,μ) consists of the following:

• (normal loop word) w ′ = (l ′1,m′
1,n′

1, l ′2,m′
2,n′

2, . . . , l ′τ,m′
τ,n′

τ) ∈Z3τ for some τ ∈Z≥1,

• (holonomy parameter) λ′ ∈k×,

• (multiplicity) μ ∈Z≥1.

It represents the loop L
(
w ′

)
equipped with a rank μ local system whose total holonomy is Jμ (λ) , which we

denote as
L

(
w ′,λ′,μ

)
.

For a non-periodic normal loop word w ′, we refer to it as the canonical form of loop-type indecomposable
objects in Dπ (W Fuk(P )) .

(2) An arc datum w ′ consists of only a normal arc word w ′ ∈ {A,B,C}×Z3τ−∗ × {A,B,C}. We refer to the
corresponding arc

L
(
w ′)

as the canonical form of arc-type indecomposable objects in Dπ (W Fuk(P )) .
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2.4 Matrix Factorizations from Lagrangians: Loop-Type and Arc-Type

Now we compute the mirror image of canonical form of loop/arc-type objects in Dπ (W Fuk(P )) . For a
loop datum

(
w ′,λ′,μ

)
where

w ′ =
(
l ′1,m′

1,n′
1, l ′2,m′

2,n′
2, . . . , l ′τ,m′

τ,n′
τ

)
,

the corresponding loop L
(
w ′

)
has 6τ intersections with L. We name even-degree angles from L to L by

p1, q1,r1, . . . , pτ, qτ,rτ ∈ Hom0 (L,L) and odd-degree angles from L toLby s1, t1,u1, . . . , sτ, tτ,uτ ∈ Hom1 (L,L)
in the order in L.

l ′i -times

m′
i -times

n′i -times

Jμ
(
λ′

)FF−1

L
X

−
Y

−

Z
−

L

pi
++

qi
+

+

ri
+
+

si
−
−

ti−−

ui
−
−

Figure 2.14: Elements in Hom (L,L)

Proposition 2.4.1. The matrix factor corresponding to L
(
w ′,λ′,μ

)
is given by

ΦL
(
L

(
w ′,λ′,μ

))
=


















zIμ −ym′
1−1 Iμ 0 0 ∙ ∙ ∙ 0 −(−x)−l ′1 Jμ(λ)−1

y−m′
1 Iμ xIμ −zn′1−1 Iμ 0 ∙ ∙ ∙ 0 0

0 z−n′1 Iμ y Iμ −(−x)l ′2−1 Iμ ∙ ∙ ∙ 0 0

0 0 −(−x)−l ′2 Iμ zIμ
. . .

...
...

...
...

...
. . .

. . . −ym′
τ−1 Iμ 0

0 0 0 ∙ ∙ ∙ y−m′
τ Iμ xIμ −zn′τ−1 Iμ

−(−x)l ′1−1 Jμ(λ) 0 0 ∙ ∙ ∙ 0 z−n′τ Iμ y Iμ


















3τμ×3τμ

.

where xa , y a , za are regarded as 0 if a < 0

Theorem 2.4.2. (1) For a non-degenerate loop datum
(
w ′,λ′,μ

)
, there is an isomorphism

F L
(
L

(
w ′,λ′,μ

)) ∼=
(
ϕ

(
w ′,λ,μ

)
,ψ

(
w ′,λ,μ

))

in MF
(
x y z

)
, where λ is either λ′ or −λ′ depending on w ′.
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In degenerate cases (w ′ = (2,2,2)#τ,λ′ = −1), we have

F L
(
L

(
(2,2,2)#τ,−1,μ

)) ∼=
(
ϕdeg

(
(2,2,2)#τ,1,μ

)
,ψdeg

(
(2,2,2)#τ,1,μ

))
.

(2) For an arc datum w ′, there is an isomorphism

F L
(
L

(
w ′)) ∼=

(
ϕ

(
w ′) ,ψ

(
w ′)) .

Inspired by this observation, we propose the canonical form of matrix factorizations of x y z in the
following way.

Definition 2.4.3. (1) For a normal loop word w ′ ∈ Z3τ (τ ∈ Z≥1), a nonzero scalar λ ∈ k×, and a positive
integer μ ∈Z≥1, we refer to the corresponding matrix factorization

(
ϕ

(
w ′,λ,μ

)
,ψ

(
w ′,λ,μ

))
or

(
ϕdeg

(
(2,2,2)#τ,1,μ

)
,ψdeg

(
(2,2,2)#τ,1,μ

))

as the canonical form of loop-type objects in MF
(
x y z

)
. The latter is chosen only in degenerate cases (w ′ =

(2,2,2)#τ, λ= 1).

(2) For a normal arc word w ′ ∈ {A,B,C}×Z3τ−∗×{A,B,C}, we refer to the corresponding matrix factorization

(
ϕ

(
w ′) ,ψ

(
w ′))

as the canonical form of arc-type objects in MF
(
x y z

)
.

42



Chapter 3

Representation of Cohen-Macaulay Modules
over Singularity x y z = 0

3.1 Cohen-Macaulay Modules and Eisenbud’s Matrix Factorization Theorem

In this section, we give a gentle introduction to the necessary algebraic notions for geometry minded
readers.

3.1.1 Algebraic preliminaries

Recall that for a local ring (A,m), the inverse system (A/mn) gives the completion Â = lim
←−−

(A/mn) together

with the canonical map ιA : A → Â induced from the canonical projection A → A/mn for each n ∈ Z>0.
A local ring (A,m) is said to be complete if the canonical map ιA is an isomorphism. We are interested
in a complete reduced Noetherian local ring with the residue field C. For example, the power series ring
C[[x1, ∙ ∙ ∙ , xn]] and its quotient ring C[[x1, ∙ ∙ ∙ , xn]]/I , where I is a radical ideal, are complete reduced local
ring with the maximal ideal (x1, ∙ ∙ ∙ , xn). Note that each of them has the residue field C. Also we recall
some notion of dimension.

Definition 3.1.1. The Krull dimension dimK r (A) of a local ring (A,m) is defined as the maximal length of
chains of prime ideals.

For example, the Krull dimension of C[[x]] is 1 since it has only one non-zero prime ideal (x). More
generally, the Krull dimension of the power series ring C[[x1, ∙ ∙ ∙ , xn]] is n. The following example is our
main object.

Example 3.1.2. The Krull dimension of A = C[[x, y, z]]/(x y z) is 2. Indeed, suppose that p0 ( p1 ( ∙ ∙ ∙( pr

be a maximal chain of prime ideals of A. Then, since x y z = 0 in A, one of x , y, and z should be in p0.
Without loss of generality, we may assume x ∈ p0. Then the chain can be viewed as a chain of prime ideals
of A/(x) ∼=C[[y, z]]. Hence dimK r (A) = dimK r (C[[y, z]]) = 2.

There is also a notion of algebraic dimension, depth.
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Definition 3.1.3. Let (A,m) be a local ring. A sequence of elements ( f1, ∙ ∙ ∙ , fr ) is said to be regular if the
following are satisfied.

• f1 is neither a unit nor a zero divisor in A.

• For each i ≥ 2, fi is neither a unit nor a zero divisor in A/
(

f1, ∙ ∙ ∙ , fi−1
)
.

The depth of A is the maximal length of regular sequences of A and is denoted by depth(A).

There is a ring whose Krull dimension and depth are not equal. If the Krull dimension and depth of a
ring are the same, the ring is called a Cohen-Macaulay ring.

Definition 3.1.4. A local ring (A,m) is said to be Cohen-Macaulay if dimK r (A) = depth(A).

Example 3.1.5. For example, a sequence (x+y+z, y−z) in C[[x, y, z]]/(x y z) is regular. Hence depth(A) ≥ 2.
It is known that depth(A) ≤ dimK r (A). Hence depth(A) = 2. Thus the ring C[[x, y, z]]/(x y z) is Cohen-
Macaulay.

Remark 3.1.6. It is known that a local ring (A,m) with a residue field C is Cohen-Macaulay if and only if
Exti

A(C, A) = 0 for i < depth(A).

Definition 3.1.7. Let A be a local ring with a residue field C. A finitely generated A-module M is said to be
maximal Cohen-Macaulay if Exti

A(C, M) = 0 for i < depth(A).

For a ring A, denote by Mod(A) the category of A-modules. Denote by CM(A) the full subcategory of
Mod(A) whose objects are maximal Cohen-Macaulay modules.

We are interested in the case that A is a non-isolated singularity.

Definition 3.1.8. Let (A,m) be a local ring with a residue field C and p be a prime ideal of A so that
there is an associated local ring Ap with a maximal ideal pAp. The prime ideal p is said to be regular if
dimCmp/m2

p = dimK r Ap. Otherwise, it is said to be singular.

Suppose that in a local ring (A,m), the maximal idealm is singular. The ring (A,m) is called an isolated
singularity if every non-maximal prime ideal is regular. Otherwise it is called a non-isolated singularity.

Example 3.1.9. The maximal idealm= (x, y, z) of the ring A =C[[x, y, z]]/(x y z) is singular because

dimCm/m2 = dimC((x, y, z)/(x y z))/((x2, y2, z2, x y, y z, xz)/(x y z)) = dimC(x, y, z)/(x2, y2, z2, x y, y z, xz) = 3,

while dimK r Am = dimK r A = 2.

The ideal p= (x, y) is non-maximal prime ideal, but is singular. Indeed,

dimCp/p
2 = dimC(x, y)/(x2, x y, y2) = 2,

while dimK r Ap = 1. Hence the ring C[[x, y, z]]/(x y z) is non-isolated singularity.
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3.1.2 Matrix Factorization

The Eisenbud’s theorem [Eis80] says that for a hypersurface singularity, maximal Cohen-Macaulay mod-
ules are equivalent to matrix factorizations. In this subsection we recall basic definitions and properties
of matrix factorizations. We refer readers to the book of Yoshino [Yos90] for more details.

Let S be a regular local ring and W be a nonzero-divisor in S.

Definition 3.1.10. A matrix factorization of W is a Z2-graded free S-module X = X 0 ⊕ X 1 with an odd
degree map d : X → X such that d 2 =W idX . A morphism from (X ,dX ) and (Y ,dY ) is an S-module homo-
morphism from X to Y . A morphism f is decomposed into an odd part f 0 and an even part f 1 so that the
set of morphisms HomDG

MF ((X ,dX ), (Y ,dY )) has a natrual Z2-graded S-module structure. A differential d on
the hom module is given by

d( f ) = dY ◦ f + (−1)| f | f ◦dX ,

where f is homogeneous of degree | f |.

From the definition, we have three categories for matrix factorization as follows.

• The DG-category MFDG (S,W ), whose morphism set is given as HomDG
MF ((X ,dX ), (Y ,dY )).

• The ordinary category MF(S,W ), whose morphism set is given as Z 0(HomDG
MF ((X ,dX ), (Y ,dY ))).

• The homotopy category MF(S,W ), whose morphism set is given as H 0(HomDG
MF ((X ,dX ), (Y ,dY ))).

Remark 3.1.11. Note that any matrix factorization (X ,d) is isomorphic to (Sn ⊕ Sn = Sn
even ⊕ Sn

odd ,ϕ :
Sn

even → Sn
odd ,ψ : Sn

odd → Sn
even) for some n. We will denote this matrix factorization by (ϕ,ψ) and n is

called the rank of it . Also note that for two matrix factorizations (ϕ,ψ), (ϕ′,ψ′), a morphism is given by a
pair of matrices (α,β) satisfying β◦ϕ=ϕ′ ◦α and α◦ψ=ψ′ ◦β.

Sn Sn Sn

Sn′
Sn′

Sn′

ϕ

α

ψ

β α

ϕ′ ψ′

A morphism of matrix factorizations

Sn Sn Sn

Sn′
Sn′

Sn′

ϕ

ξ
α−α′

ψ

η
β−β′

ξ
ψ′ ϕ′

A homotopy between morphisms

Let us consider a quotient ring A = S/(W ). Given a matrix factorization
(
ϕ,ψ

)
, we have an induced

2-periodic acyclic chain complex of A-modules (see section 7.2.2 in [Yos90]).

∙ ∙ ∙→ An
ϕ
−→ An

ψ
−→ An

ϕ
−→ An

ψ
−→ An

ϕ
−→ An →∙∙∙

The cokernel cokerϕ is a Cohen-Macaulay A-module, and it defines a functor

coker : MF(W ) → CM(A)

(
ϕ,ψ

)
7→ cokerϕ
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Conversely, Theorem 6.1 of [Eis80] states that for any A-module M , its minimal free resolution is even-
tually periodic with periodicity 2. Moreover, the theorem also tells that the minimal free resolution is
2-periodic itself if and only if the module M is maximal Cohen-Macaulay. In this case, the resulting reso-
lution gives rise to a matrix factorization. Thus the functor coker is essentially surjective.

The stable category of Cohen-Macaulay modules is similarly defined as follows.

Definition 3.1.12. For two Cohen-Macaulay A-modules M and N , consider the set I (M , N ) of morphisms
f : M → N that passes through a projective A-module P (namely, there are morphisms g : M → P, h : P → N
satisfying f = h ◦ g ). Then I (M , N ) is an ideal of HomCM(A) (M , N ), which allows us to define

HomCM(A) (M , N ) := HomCM(A) (M , N )/I (M , N ) .

The stable category CM(A) of CM(A) is the category whose objects are the same as CM(A) and the hom set
between two objects M, N is given by HomCM(A) (M , N ).

Now the theorem of Eisenbud can be stated as follows.

Theorem 3.1.13. (Eisenbud’s matrix factorization theorem [Eis80]) The induced functor

coker : MF(W ) → CM(A)

is an equivalence of categories.

Instead of MF(W ), we will work with the following (A∞-analogue of) dg-category of matrix factor-
izations, to which A∞-functor from the Fukaya category is defined. One can find the definitions of the
A∞-category and functor in the next section.

Definition 3.1.14. The A∞-category MF (W ) has the same set of objects as MF(W ), and its Z/2-graded
hom space is defined as

HomMF (W )
((
ϕ′,ψ′) ,

(
ϕ,ψ

))
:= HomZ/2

MF(W )

((
ϕ,ψ

)
,
(
ϕ′,ψ′))

with A∞-operationsmk (k = 1,2, . . . ):

m1
((
α,β

))
= D f = d ◦ f − (−1)| f | f ◦d , m2( f1, f2) := (−1)| f1| f1 ◦ f2

and mk = 0 for k 6= 1,2. Here, a morphism defined in Definition 3.1.10 is of even degree and odd degree
morphism is defined in a similar way but with a condition αϕ1 =ψ2β and βψ1 =ϕ2α.
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3.2 Burban-Drozd Triple Category

In this section, we recall the work of Burban and Drozd from [BD17] on the classification of maximal
Cohen-Macaulay modules over degenerate cusps. They introduced the notions of bunch of decorated
chains, their category of representations rep(XA) and another equivalent category Tri(A). They showed
that locally free maximal Cohen-Macaulay modules for x y z are classified by a band data, which in turn
produces an element of rep(XA) or Tri(A).

3.2.1 The category Tri(A)

Let A be a ring. Then the set of all non zero-divisors S becomes a multiplicative set. The localization of A
with respect to S, which is denoted by Q(A), is called the total ring of A.

Definition 3.2.1. Let A be a ring and Q(A) be the total ring of A. The normalization of A is the integral
closure of A in Q(A). Let R be the normalization of A. The conductor ideal of R is defined as

ann(R/A) = {r ∈ R : r R ⊆ A}.

From now on, let (A,m) be a reduced complete Cohen-Macaulay ring of Krull dimension two which is
non-isolated singularity. Also, we denote by A,R the quotient ring A/I and R/I , where I is the conductor
ideal of the normalization R of A.

Example 3.2.2. The ring A =C[[x, y, z]]/
(
x y z

)
is a reduced complete Cohen-Macaulay ring of Krull dimen-

sion two. Let R be a product ring C[[x1, y1]]×C[[y2, z2]]×C[[z3, x3]] and consider an embedding ι : A → R
which is given by ι(x) = x1 + x3, ι(y) = y1 + y2, ι(z) = z2 + z3. Then R is integral over ι(A). For example, x1 is
a root of a monic polynomial t 2 − (x1 + x3)t = 0, where x1 + x3 = ι(x) ∈ ι(A). Since each component of R is
integrally closed, R is a normalization of A.

The conductor ideal I is, as an A-module,
(
x y, y z, xz

)
. As an R-module, it is given by

(
x1 y1, y2z2, x3z3

)
.

Therefore, A = A/I = C[[x, y, z]]
/

(x y z) and Q(A) =C((x))×C((y))×C((z)). Similarly, we have

Q(R) =C((x1))×C((x3))×C((y1))×C((y2)×C((z2))×C((z3)).

We recall the category Tri(A) introduced in [BD17] which is equivalent to CM(A).

Definition 3.2.3. An object of Tri(A) is a triple (M̃ ,V ,θ) consisting of the following data.

• A maximal Cohen-Macaulay R-module M̃.

• A finitely generated Q(A)-module V .

• A surjective Q(R)-module homomorphism

θ : Q(R)⊗Q(A) V →Q(R)⊗R M̃

such that the following induced Q (A)-module homomorphism is injective:

V →Q(R)⊗Q(A) V
θ
−→Q(R)⊗R M̃
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A morphism between two triples (M̃ ,V ,θ) and (M̃ ′,V ′,θ′) is a pair of morphisms (ϕ : M̃ → M̃ ′,ψ : V → V ′)
with a suitable commutative diagram.

Example 3.2.4. The category Tri(A) for A = C[[x, y, z]]/(x y z) is computed as follows. It is known that any
maximal Cohen-Macaulay R-module M̃ is of the form C[[x1, y1]]a ×C[[y2, z2]]b ×C[[z3, x3]]c for some non-
negative integers a,b,c and a finitely generated Q (A)-module V is of the form C((x))d ×C((y))e ×C((z)) f for
nonnegative integers d ,e, f . Thus the morphism θ : Q(R)⊗Q(A) V →Q(R)⊗R M̃ is written as

θ :C((x1))d ×C((x3))d ×C((y1))e ×C((y2))e ×C((z2)) f ×C((z3)) f

→C((x1))a ×C((x3))c ×C((y1))a ×C((y2))b ×C((z2))b ×C((z3))c .

This morphism is the direct sum of six morphisms

θx
1 : C((x1))d →C((x1))a , θx

3 : C((x3))d →C((x3))c

θ
y
1 : C((y1))e →C((y1))a , θ

y
2 : C((y2))e →C((y2))b

θz
2 : C((z2)) f →C((z2))b , θz

3 : C((z3)) f →C((z3))c .

Hence the morphism θ can be identified with a collection of six matrices Θx
1 ,Θx

3 ,Θ
y
1 ,Θ

y
2 ,Θz

2, and Θz
3 over a

field C((t )) satisfying the following conditions :

• each matrices Θx
1 ,Θx

3 ,Θ
y
1 ,Θ

y
2 ,Θz

2 and Θz
3 have full row-rank.

• induced matrices

(
Θx

1
Θx

3

)

,

(
Θ

y
1

Θ
y
3

)

and

(
Θz

2
Θz

3

)

have full column-rank.

These data may be illustrated as in the diagram below.

◦x •3

•1 ◦z

◦y •2

θx
3

θx
1 θz

3

θz
2θ

y
1

θ
y
2

3.2.2 Categorical equivalence between CM(A) and Tri(A)

In this subsection, we recall a construction of a functor from the category CM( A) to Tri(A) introduced in
[BD17], which gives a categorical equivalence.

The first step is the Macaulayfication. This is a functor (−)† from A-mod to CM(A). The following
definition is borrowed from [BH98].
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Proposition 3.2.5. [BH98] For a Noetherian local Cohen-Macaulay ring A the following hold.

1. There is a unique, up to isomorphism, A-module K A called the canonical module such that

Exti
A(C,K A) =

{
0 if i 6= dimK r (A)

C if i = dimK r (A)
.

2. For any finitely generated module M, the module M † := HomA(HomA(M ,K A),K A) is a maximal Cohen-
Macaulay module over A and M † is called the Macaulayfication of M. This gives a functor from A-mod to
CM(A)

The functor (−)† is left adjoint to the forgetful functor from CM( A) to A-mod. More precisely, for
any finitely generated A-module M and any maximal Cohen-Macaulay A-module N , we have a natural
isomorphism

HomA−mod(M , N ) ∼= HomCM(A)(M †, N ).

Under the situation of 3.2.1, we have two natural functors

• CM(A) → CM(R), sending a maximal Cohen-Macaulay module M over A to the Macaulayfication
R�A M = (R ⊗A M)†.

• CM(A) →Q(A)−mod, sending M to the tensor product Q(A)⊗A M .

Then there is a natural Q(R)-module homomorphism

θM : Q(R)⊗Q(A) (Q(A)⊗A M) =Q(R)⊗R (R ⊗A M) →Q(R)⊗R (R ⊗A M)†.

We get a triple (R�A M ,Q(A)⊗A M ,θM ). The next result shows that this is an object of Tri( A).

Lemma 3.2.6. [BD17, Lemma 3.2] The morphism θM is surjective. Moreover, the following canonical mor-
phism of Q(A)-modules is injective:

θ̃M : Q(A)⊗A M →Q(R)⊗A M
θM−−→Q(R)⊗R (R�A M)

Since the construction is natural to the module M , it defines a functor F : CM(A) → Tri(A). The main
result in Section 3 of [BD17] is that this functor is an equivalence of categories.

Theorem 3.2.7. [BD17, Theorem 3.5] The functor F : CM(A) → Tri(A), which sends a maximal Cohen-
Macaulay module M to a triple (R�A M ,Q(A)⊗A M ,θM ), is an equivalence of categories.

Now recall two full subcategories CMlf(A) of CM(A) and Trilf(A) of Tri(A).

Definition 3.2.8. A maximal Cohen-Macaulay A-module M is said to be locally free on the punctured
spectrum if the localization Mp is a free Ap-module for any non-maximal prime ideal p. We denote by
CMlf(A) the full subcategory of CM(A) consisting of such A-modules.

We abbreviate it as locally free from now on. Similarly, an object (M̃ ,V ,θ) in Tri(A) is locally free if
the morphism θ is an isomorphism. It is shown in Theorem 3.9 [BD17] that the functor F induces an
equivalence between full subcategories of locally free objects between CMlf(A) and Trilf(A).
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3.2.3 Burban & Drozd’s classification

We have mentioned that for a ring A =C[[x, y, z]]/(x y z), an object of Tri(A) is determined by the 6 matrices
(Θx

1 ,Θx
3 ,Θ

y
1 ,Θ

y
2 ,Θz

2,Θz
3) in Example 3.2.4. By Theorem 3.2.7, maximal Cohen-Macaulay A-modules are

equivalent to this collection of matrices. In particular, locally free maximal Cohen-Macaulay A-modules
are determined by six nonsingular square matrices. By choosing appropriate basis for each C((t ))-vector
spaces, one can transform these matrices into a canonical form, which is given as follows.

Definition 3.2.9. A band data consists of

• positive integers τ and μ,

• a nonzero complex number λ ∈C×,

• a collection of positive integers ω = ((a1,b1,c1,d1,e1, f2), (a2,b2,c2,d2,e2, f3), ∙ ∙ ∙ , (aτ,bτ,cτ,dτ,eτ, f1)) such
that min( fi , ai ) = min(bi ,ci ) = min(di ,ei ) = 1 for all i .

Given band data (τ,λ,μ,ω), define the corresponding canonical form as follows.

• Let Ir be the r × r identity matrix and Jr (λ) be the Jordan block of size r × r with the eigenvalue λ.

• Consider the following diagonal matrices

Ai := t ai Iμ,Bi := t bi Iμ,Ci := t ci Iμ,Di := t di Iμ,Ei := t ei Iμ,Fi := t fi Iμ, H = t f1 Jμ(λ).

• Then define the following matrices

Θx
1 = diag(A1, A2, ∙ ∙ ∙ , Aτ), Θ

y
1 = diag(B1,B2, ∙ ∙ ∙ ,Bτ), Θ

y
2 = diag(C1,C2, ∙ ∙ ∙ ,Cτ),

Θz
2 = diag(D1,D2, ∙ ∙ ∙ ,Dτ), Θz

3 = diag(E1,E2, ∙ ∙ ∙ ,Eτ),

and a block matrix Θx
3 :=











0 F2 0 ∙ ∙ ∙ 0
0 0 F3 ∙ ∙ ∙ 0
...

...
...

. . .
...

0 0 0 ∙ ∙ ∙ Fτ

H 0 0 ∙ ∙ ∙ 0











The maximal Cohen-Macaulay A-module corresponding to a band data is described explicitly in Def-
inition 3.4.4.

We are interested in indecomposable maximal Cohen-Macaulay modules. They correspond to a spe-
cial class of band data, called non-periodic band data.

Definition 3.2.10. Let (τ,λ,μ,ω) be a band data. It is said to be periodic if there is some 1 < r < τ such that
(ai ,bi ,ci ,di ,ei , fi+1) = (ai+r ,bi+r ,ci+r ,di+r ,ei+r , fi+r+1) for each 1 ≤ i ≤ τ, where indices are considered as
an element of Zτ.
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Theorem 3.2.11. [BD17, Theorem 8.2] Let A be a ring C[[x, y, z]]/(x y z). There is a one to one correspon-
dence between the set of isomorphism classes of indecomposable objects of Trilf(A) and the set of non-
periodic band data.

Corollary 3.2.12. Locally free maximal Cohen-Macaulay modules over C[[x, y, z]]/(x y z) are classified by
band data.
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3.3 Generator diagram and Macaulayfication

Burban-Drozd classified maximal Cohen-Macaulay A-modules for A = C[[x, y, z]]
/

(x y z) by the band data
in Theorem 3.2.11. In fact, a given band data produces an A-module M̃ which may not be maximal
Cohen-Macaulay, but it is known that any Noetherian A-module M̃ can be extended to a maximal Cohen-
Macaulay module M̃ † that is called Macaulayfication of M̃ . Once we obtain the maximal Cohen-Macaulay
module, we can apply the Eisenbud’s theorem to obtain the corresponding matrix factorizations.

Therefore, we need to carry out Macaulayfication of A-modules corresponding to band data, which
turns out to be quite subtle process. In this section, we introduce a combinatorial method to carry out
Macaulayfication for all A-modules in the list of Burban-Drozd. Namely we will introduce what we call a
generator diagram and explain how to perform Macaulayfication using such a diagram. In this section,
we give a gentle introduction to this method by explaining the rank 1 (τμ= 1) cases in the list. Higher rank
cases are considerably more complicated, and will be discussed in Section 3.6.

3.3.1 Macaulayfication and Macaulayfying Elements

Recall from Section 3.2.2 that Macaulayfication of M̃ is defined as M̃ † := HomA(HomA(M̃ ,K A),K A) for the
canonical module K A . It is more convenient to find its Macaulayfication using Macaulayfying elements.

Definition 3.3.1. For an A-submodule M̃ of a free A-module Ar , if there is an element F ∈ Ar \ M̃ such that
xF , yF , zF ∈ M̃, we call it a Macaulayfying element of M̃ in Ar .

Proposition 3.3.2. For an A-submodule M̃ of a free A-module Ar , the following hold:

1. M̃ is maximal Cohen-Macaulay if and only if there is no Macaulayfying element of M̃ in Ar . We have
M̃ † ∼= M̃ in this case.

2. M̃ † ∼= ‹M̃ ,F ›
†
A holds for any Macaulayfying element F of M̃ in Ar .

Proof. (1) Recall from Corollary 2.23 of [BD08] that M̃ is maximal Cohen-Macaulay if and only if H i
{m}

(
M̃

)
=

0 for i = 0,1, where m =
(
x, y, z

)
is the maximal ideal of A. By the long exact sequence

0 H 0
{m}

(
M̃

)
H 0

{m} (Ar ) H 0
{m}

(
Ar

/
M̃

)
H 1

{m}

(
M̃

)
H 1

{m} (Ar ) ∙ ∙ ∙

and the fact that Ar is maximal Cohen-Macaulay, it is also equivalent to say that

H 0
{m}

(
Ar /

M̃
)∼=

{
[F ] ∈ Ar /

M̃
∣
∣ mt [F ] = 0 for some t ∈Z≥1

}

is trivial, which proves the first part. See Theorem 2.18 of [BD08] for the second statement.

(2) See Lemma 1.5 of [BD17].

We will compute the Macaulayfication of an A-submodule M̃ of a free A-module Ar by finding all
Macaulayfying elements of M̃ in Ar .
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3.3.2 Generator Diagram and Macaulayfying Elements

Here we illustrate a method to find Macaulayfying elements of an A-submodule of A1 (which is also an
ideal of A). For this, we arrange the monomials in A in a lattice form as in Figure 3.1, called the lattice
diagram for A.

Figure 3.1: Lattice diagram for A = C[[x, y, z]]
/

(x y z)

The colored arrows represent relations between them as elements of an A-module. Namely, the red,
green and blue arrows indicate how each element changes when it is multiplied by x, y and z, respectively.
If there is no corresponding arrow, this means that the element becomes zero.

Now, let us explain how to find the Macaulayfication of the following A-submodule M̃ of A1 generated
by three elements as an example.

M̃ = ‹zx2 + x2 y, x y2 + y2z, y z2 + z2x›A .

We can express M̃ on the lattice by denoting itsA-generators, which is described in Figure 3.2.(a). We call
it a generator diagram of M̃ .

In Figure 3.2, each A-generator is marked with two (light green) circles with an edge between them.
Note that from these three generators, it is not hard to describe the module M̃ as a C-vector space: Just
multiply x, y or z to the generators repeatedly, which corresponds to moving the two circles (connected
with an edge) along the red, green and blue arrows. A pair of circles may become one or disappear in this
process, if the corresponding element after multiplication lies in the ideal (x y z). Thus, we may draw the
generators only to describe M̃ .

Let us show that F := x y + y z + zx ∈ A is an Macaulayfying element of M̃ . The element F is specified
in the right side of the picture by the three yellow circles and edges. Clearly F is not in M̃ . We can easily
read from the diagram that x ∙F, y ∙F, z ∙F becomes three generators zx2 + x2 y, x y2 + y2z, y z2 + z2x of M̃
(by moving these circles and edges in three directions). This means that F is a Macaulayfying element of
M̃ in A1.
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(a) M̃ = ‹zx2 + x2 y, x y2 + y2z, y z2 + z2x›A (b) M̃† = ‹x y + y z + zx›A

Figure 3.2: Generator diagram in the degenerate case

We add F to M̃ to obtain ‹M̃ ,F ›A = ‹F ›A as original generators are all generated by F . It is easy to
check that there are no more Macaulayfying elements of ‹F ›A . Therefore, Proposition 3.3.2 implies that

M̃ † ∼= ‹M̃ ,F ›
†
A = ‹F ›†

A
∼= ‹F ›A . Furthermore, it turns out that the map A → ‹F ›A , a 7→ aF is an A-module

isomorphism, which forces M̃ † ∼= A as A-modules.

3.3.3 Matrix Factorizations

Let us describe the Macaulayfication and the corresponding matrix factorization of the following A-modules:

Definition 3.3.3. Rank 1 (modified) band data is given by l ,m,n ∈Z and λ ∈C×, denoted as

((l ,m,n) ,λ,1)

We define the corresponding A-module as

M̃ ((l ,m,n) ,λ,1) = ‹x2 y2, y2z2, z2x2,λzxl++2 + xl−+2 y, x ym++2 + ym−+2z, y zn++2 + zn−+2x›A

where a+, a− (satisfying a = a+−a−) for a ∈Z are defined as

a+ := max{0, a} and a− := max{0,−a}

We denote its Macaulayfication by

M ((l ,m,n) ,λ,1) = M̃ ((l ,m,n) ,λ,1)†

Remark 3.3.4. A general definition of modified band data, and its corresponding module will be given in
Section 3.4.1. It is called modified as we replace sextuple (a1,b1,c1,d1,e1, f1) of the band data in Definition
3.2.9 by the triple (l ,m,n).
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Now we compute the explicit Macaulayfication M ((l ,m,n) ,λ,1) using the generator diagram. It turns
out that we need to split into multiple cases according to the signs of l , m and n. We discuss each case
separately and also find the corresponding matrix factorization as well.

Case 1: l = m = n = 0 and λ = 1. This is the "degenerate" case. The other cases will be called non-
degenerate. This is the module that appeared in the previous subsection.

M ((0,0,0) ,1,1) = ‹zx2 + x2 y, x y2 + y2z, y z2 + z2x›
†
A = ‹x y + y z + zx›A

∼= A

It gives a trivial matrix factorization (x y z) ∙1 = 1 ∙ (x y z) = x y z where we have coker
(
x y z

)
= coker(0) ∼= A

as A-modules.

Case 2: l ,m,n ≥ 0 and nondegenerate.

We have l+ = l , m+ = m, n+ = n and l− = m− = n− = 0 and hence

M̃ ((l ,m,n) ,λ,1) = ‹λzxl+2 + x2 y, x ym+2 + y2z, y zn+2 + z2x›A .

The corresponding generator diagram is shown in Figure 3.3a. Note that there are no Macaulayfying
elements of M̃ ((l ,m,n) ,λ,1) in A1 and therefore it is already maximal Cohen-Macaulay. That is,

M ((l ,m,n) ,λ,1) = ‹λzxl+2 + x2 y, x ym+2 + y2z, y zn+2 + z2x›A .

We find a matrix factorization arising from this module. Denoting G1 := λzxl+2 + x2 y , G2 := x ym+2 +
y2z and G3 := y zn+2 + z2x, then with the help of the generator diagram, we can find following 3 relations
(over A) among them:






z G1 − λxl+1 G3 = 0
−ym+1 G1 + x G2 = 0

− zn+1 G2 + y G3 = 0

From this we get matrix factors (over C[[x, y, z]])

ϕ=




z −ym+1 0
0 x −zn+1

−λxl+1 0 y



 and ψ=
(
1−λxl ym zn

)−1




x y ym+2 ym+1zn+1

λzn+1xl+1 y z zn+2

λxl+2 λxl+1 ym+1 zx





of x y z which satisfy ϕψ = ψϕ = x y zI3. Here we computed ψ using the matrix adjoint adjϕ of ϕ which
satisfies the relation ϕ ∙adjϕ= adjϕ ∙ϕ=

(
detϕ

)
I3.

Then we have
cokerϕ∼= M ((l ,m,n) ,λ,1)

as A-modules. Indeed we will prove this rigorously in Theorem 3.6.1 in a more general situation.

Case 3: l > 0, m < 0 and n ≤ 0.

We have
M̃ ((l ,m,n) ,λ,1) = ‹z2x2,λzxl+2 + x2 y, x y2 + y−m+2z, y z2 + z−n+2x›A .
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and the generator diagram given in Figure 3.3b. It is enough to add one Macaulayfying element λzxl+1 +
x y + y−m+1z of M̃ ((l ,m,n) ,λ,1) in A1, which is marked in the picture by yellow circles and edges among
them:

M ((l ,m,n) ,λ,1) = ‹λzxl+1 + x y + y−m+1z, y z2 + z−n+2x, z2x2›A

where the order of the generators have been adjusted to obtain some desired form of matrix factorization.
Note also that if l = 1 or n = 0, the third generator is redundant. But we do not exclude it to consistently
get a 3×3 matrix in any cases below.

We can find relations among the above generators as before which gives the matrix factors

ϕ=




z 0 0

−y−m x 0
−λxl−1 −z−n y



 and ψ=




x y 0 0

y−m+1 y z 0
y−m z−n +λxl z−n+1 zx



 .

of x y z satisfying cokerϕ ∼= M ((l ,m,n) ,λ,1) as A-modules. Also, when l > 0, m < 0 and n > 0, one can
compute its Macaulayfication in a similar way.

Case 4: l > 0, m = 0 and n < 0.

The module and the generator diagram are given respectively by

M̃ ((l ,0,n) ,λ,1) = ‹z2x2,λzxl+2 + x2 y, x y2 + y2z, y z2 + z−n+2x›A .

and Figure 3.3c. Here we have a Macaulayfying element λzxl+1 + x y + y z + z−n+1x of M̃ ((l ,0,n) ,λ,1) in
A1 and no more, which implies

M ((l ,0,n) ,λ,1) = ‹λzxl+1 + x y + y z + z−n+1x, y z2 + z−n+2x, z2x2›A .

This gives the matrix factors of x y z as

ϕ=




z 0 0
−1 x 0

−λxl−1 −z−n y



 and ψ=




x y 0 0
y y z 0

z−n +λxl z−n+1 zx



 .

satisfying cokerϕ∼= M ((l ,0,n) ,λ,1) as A-modules.

The other cases:

• The case l ,m,n ≤ 0 and nondegenerate can be treated in the same way as in Case 2.

• When the word (l ,m,n) contains two nonzero elements with different signs, it is further subdivided.
In the case (0,−,+) and (−,+,0), there appears +→ 0 →− in cyclic order. These cases are equivalent
to Case 4 (for (+,0,−)) if we change the order of x, y and z cyclically (and the auxiliary parameter
λ should be handled appropriately), and we may rotate the corresponding generator diagram ac-
cordingly.

• In the remaining cases, the word has a subword of the form +→− in cyclic order. In those cases,
we can cycle the order of x, y and z and make some modifications to proceed as in Case 3.

56



3.3.4 Correction number and a uniform expression of matrix factorizations

Let us define the notion of ‘correction number’ which enables us to write matrix factorizations in the
above multiple cases into a single formula. This correction number turns out to be the data needed for
mirror symmetry correspondence as well.

Definition 3.3.5. Define the correction number ε of the band word (l ,m,n) by

ε := ε(l ,m,n) :=






2 if l ,m,n ≥ 0,

1 if






l > 0, m > 0, n < 0 or
l > 0, m < 0, n > 0 or
l < 0, m > 0, n > 0,

0 if






l > 0, m ≤ 0, n ≤ 0, (m,n) 6= (0,0) or
l ≤ 0, m > 0, n ≤ 0, (n, l ) 6= (0,0) or
l ≤ 0, m ≤ 0, n > 0, (l ,m) 6= (0,0),

−1 if l ,m,n ≤ 0, (l ,m,n) 6= (0,0,0)

Proposition 3.3.6. We add the correction number to define a new triple (l ′,m′,n′) from (l ,m,n);
(
l ′,m′,n′)=

(
l ,m,n

)
+

(
ε(l ,m,n),ε(l ,m,n),ε(l ,m,n)

)
.

Then, for each non-degenerate modified band datum ((l ,m,n),λ,1), the Cohen-Macaulay module

M ((l ,m,n),λ,1)

is equivalent to the following matrix factorization (ϕ,ψ) over C[[x, y, z]] under Eisenbud’s theorem.

ϕ :=






z −ym′−1 −λ−1x−l ′

−y−m′
x −zn′−1

−λxl ′−1 −z−n′
y




 and

ψ := u−1






x y ym′
+λ−1z−n′

x−l ′ λ−1x−l ′+1 + ym′−1zn′−1

y−m′+1 +λzn′−1xl ′−1 y z zn′
+λ−1x−l ′ y−m′

λxl ′ + y−m′
z−n′

z−n′+1 +λxl ′−1 ym′−1 zx






where
u := 1−λxl ′−2 ym′−2zn′−2 −λ−1x−l ′−1 y−m′−1z−n′−1.

Here, we are using a non-standard notation that x a , y a or za is considered as zero if a < 0.

Namely, we have

ϕ ∙ψ=ψ ∙ϕ= x y z ∙ I3, cokerϕ∼= M ((l ,m,n) ,λ,1) as A-modules

Definition 3.3.7. The matrix ϕ is called the canonical form of matrix factors arising from the band datum
((l ,m,n) ,λ,1) and denote it by ϕ

((
l ′,m′,n′

)
,λ,1

)
.

These definitions and propositions will be generalized into the higher rank case in Section 3.6 and the
rigorous proof will be given there.
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3.4 Band Data and String Data

To discuss higher length cases, we study some properties of loop data in this section. We will also intro-
duce a slightly modified version of the band data of Burban-Drozd [BD17] to compare it with the loop
data.

3.4.1 Modified band datum

Let us denote the band datum of Burban-Drozd by (wBD,λ,μ) (see (??)). Let us define a modified version
of band datum.

Definition 3.4.1. A modified band datum (w,λ,μ) consists of the following:

• (band word) w = (l1,m1,n1, l2,m2,n2, . . . , lτ,mτ,nτ) ∈Z3τ for some τ ∈Z≥1,

• (eigenvalue) λ ∈C×,

• (multiplicity) μ ∈Z≥1.

The length of the band word w or the band datum (w,λ,μ) is defined as 3τ, and the rank of the band datum
(w,λ,μ) is defined as τμ.

It is easy to see that two notions of band datum are equivalent.

Lemma 3.4.2. Modified band word w can be obtained from wBD by recoding the differences li := fi −
ai ,mi := bi −ci , ni := di −ei for i ∈Zτ. Conversely, we can recover wBD from w by setting fi := max{0, li }+1,
ai := max{0,−li }+1, bi := max{0,mi }+1, ci := max{0,−mi }+1, di := max{0,ni }+1 and ei := max{0,−ni }+1
for i ∈Zτ.

Since the word w (resp. wBD) is in Z3τ(resp. Z6τ) and it is easy to tell whether band datum is a modified
version or not. Therefore, we will call the modified band datum

(
w,λ,μ

)
, simply as a band datum.

The notions of shift, subword, periodicity, period and concatenation of a band word can be defined
similarly following those of a normal loop word. Then two band words w and w∗ are considered equiv-
alent if they are the same as cyclic words, that is, w∗ = w (k) for some k ∈ Z. Note that the periodicity
and the period of a band word are invariant under this equivalence relation. Two band data (w,λ,μ) and
(w∗,λ∗,μ∗) are said to be equivalent if w and w∗ are equivalent as band words, λ=λ∗ and μ=μ∗.

Definition 3.4.3. Given a band datum (w,λ,μ) as above, define T (w,λ,μ) to be the following quiver repre-
sentation:
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C((t ))τμ C((t ))τμ

C((t ))τμ C((t ))τμ

C((t ))τμ C((t ))τμ










0 t l+2 +1 Iμ 0

...
. . .

0 0 t l+τ +1 Iμ

t l+1 +1 Jμ(λ) 0 ∙ ∙ ∙ 0
















t l−1 +1 Iμ 0

. . .
0 t l−τ +1 Iμ













t n−1 +1 Iμ 0

. . .
0 t n−τ +1 Iμ













t n+1 +1Iμ 0

. . .
0 t n+τ +1 Iμ













t m+
1 +1 Iμ 0

. . .
0 t m+

τ +1 Iμ













t m−
1 +1 Iμ 0

. . .
0 t m−

τ +1 Iμ







where Iμ is the μ×μ identity matrix and Jμ(λ) is the μ×μ Jordan block with the eigenvalue λ.

This generalizes the quiver in Example 3.2.4. This T (w,λ,μ) represents an object in the category
Tri(A), which is equivalent to the category of maximal Cohen-Macaulay modules (Theorem 3.2.7). We
describe the module corresponding to T (w,λ,μ) from [BD17].

Definition 3.4.4. Given a band datum (w,λ,μ) as above, define M̃(w,λ,μ) to be the A-submodule of Aτμ

generated by all columns of the following 6 matrices of size τμ×τμ:

x2 y2Iτμ, y2z2Iτμ, z2x2Iτμ, πx
(
w,λ,μ

)
:=










xl−1 +2 y Iμ zxl+2 +2Iμ ∙ ∙ ∙ 0

0 xl−2 +2 y Iμ
. . .

...
...

...
. . . zxl+τ +2Iμ

zxl+1 +2 Jμ(λ) 0 ∙ ∙ ∙ xl−τ +2 y Iμ










τμ×τμ

,

πy
(
w,λ,μ

)
:=











(
x ym+

1 +2 + ym−
1 +2z

)
Iμ 0 ∙ ∙ ∙ 0

0
(
x ym+

2 +2 + ym−
2 +2z

)
Iμ ∙ ∙ ∙ 0

...
...

. . .
...

0 0 ∙ ∙ ∙
(
x ym+

τ+2 + ym−
τ+2z

)
Iμ











τμ×τμ

,

πz
(
w,λ,μ

)
:=











(
y zn+

1 +2 + zn−
1 +2x

)
Iμ 0 ∙ ∙ ∙ 0

0
(

y zn+
2 +2 + zn−

2 +2x
)

Iμ ∙ ∙ ∙ 0
...

...
. . .

...

0 0 ∙ ∙ ∙
(

y zn+
τ+2 + zn−

τ+2x
)

Iμ











τμ×τμ

.

Then we define M (w,λ,μ) to be the Macaulayfication M̃(w,λ,μ)† of M̃(w,λ,μ).
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This generalizes the rank 1 case given in Definition 3.3.3. Now we can state one of the main results in
[BD17] which establishes the relationship between band data and modules.

Theorem 3.4.5.1. For a non-periodic band datum (w,λ,μ), the module M (w,λ,μ) is an indecomposable
maximal Cohen-Macaulay module over A. Furthermore, it is locally free of rank τμ on the punctured spec-
trum where the length of w is 3τ.

2. Any indecomposable maximal Cohen-Macaulay module over A which is locally free on the punctured spec-
trum is isomorphic to M (w,λ,μ) for some non-periodic band datum (w,λ,μ).

3. For two band data (w,λ,μ) and (w∗,λ∗,μ∗), the corresponding modules M (w,λ,μ) and M (w∗,λ∗,μ∗) are
isomorphic if and only if (w,λ,μ) and (w∗,λ∗,μ∗) are equivalent.
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3.5 Conversion Formula between Loop/Arc Data and Band/String Data

Definition 3.5.1 (Conversion from band data to loop data). Pick a band datum (w,λ,μ), with

w = (w1, w2, w3, w4, w5, w6, . . . , w3τ−2, w3τ−1, w3τ) ∈Z3τ.

We define the sign word δ= δ(w) ∈ {0,1}3τ, the correction word ε= ε(w) ∈ {−1,0,1,2}3τ of w and the loop
word w ′ ∈Z3τ converted from w below, where we regard the index j of w j , δ j , ε j and w ′

j to be in Z3τ. First,
each entry of the sign word δ= δ(w) is defined as

δ j :=






0 if





w j < 0, or
w j = 0 and at least one of the first non-zero entries adjacent to the

string of 0s containing w j (exists and) is negative,

1 otherwise.

Next, each entry of the correction word ε= ε(w) is defined as

ε j :=−1+δ j−1 +δ j +δ j+1.

Then each entry of the converted loop word w ′ is defined as

w ′
j = w j +ε j

and the conversion from the band datum to the loop datum is given by

(w,λ,μ) 7→ (w ′ = w +ε(w),λ′ = (−1)l1+∙∙∙+lτ+τλ,μ=μ)

where li = w3i−2 for i ∈Zτ.

Lemma 3.5.2. For a band word w ∈Z3τ and its sign word δ= δ(w) ∈ {0,1}3τ, assume wk = ∙∙ ∙ = wl = 0 for
some k, l ∈Z3τ. Then

1. δk−1 = δl+1 = 1 implies δk = ∙∙ ∙ = δl = 1, and

2. either δk−1 = 0 or δl+1 = 0 implies δk = ∙∙ ∙ = δl = 0.

Proof. It is obvious from the definition of the sign word.

Proposition 3.5.3. The loop word w ′ converted from a band word w is always normal.

Proof. Let w be any band word, ε= ε(w) the correction word of w , and w ′ = w +ε(w) the converted loop
word. We will show that w ′ satisfies all of 4 conditions to be normal in order.

• Condition 1 Assume that w ′
j = 1 for some j ∈ Z3τ. As ε j takes its value in one of −1, 0, 1 and 2, the

possible combination of w j and ε j are
(
w j ,ε j

)
= (2,−1), (1,0), (0,1) and (−1,2). But the first one is

impossible as w j = 2 means δ j = 1 so that ε j ≥ 0. The last one is also ruled out as w j =−1 yields δ j = 0
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so that ε j ≤ 1. In the third case, in order for ε j = 1 to be hold, only one of δ j−1, δ j and δ j+1 is 0. But
this cannot hold under w j = 0 according to Lemma 4.1.2.

Thus only the second combination remains. In this case, in order to hold w j = 1 and ε j = 0, we must
have δ j = 1 and δ j−1 = δ j+1 = 0. Then we have w j−1 ≤ 0. If δ j−2 = 0, we have ε j−1 = 0 and hence
w ′

j−1 ≤ 0. Otherwise, if δ j−2 = 1, we have ε j−1 = 1 and w j−1 ≤ −1 by Lemma 4.1.2.(1) which gives

w ′
j−1 ≤ 0. Therefore, w ′

j−1 ≤ 0 holds in any case and similarly we conclude that w ′
j+1 ≤ 0 also holds.

This establishes the first normality condition of w ′.

• Condition 2 Assume that w ′
j = 0 for some j ∈Z3τ. The possible combination of w j and ε j are

(
w j ,ε j

)
= (1,−1), (0,0), (−1,−1) and (−2,−2).

As before, one can easily exclude the first and the last cases.

In the second case, because ε j = 0, only one of δ j−1, δ j and δ j+1 is 1. As w j = 0, it follows from Lemma
4.1.2.(2) that one of δ j−1 and δ j+1 is 1. Hence, we can assume without loss of generality that δ j−1 = 1
and δ j = δ j+1 = 0. Then we must have w j−1 ≥ 1 by Lemma 4.1.2.(2) and ε j−1 ≥ 0 and hence w ′

j−1 ≥ 1.

Also, we have w j+1 ≤ 0 and ε j+1 ≤ 0. If w j+1 ≤ −1, we get w ′
j+1 ≤ −1. Otherwise, if w j+1 = 0, Lemma

4.1.2.(1) gives δ j+2 = 0 so that ε j+1 = −1 and w ′
j+1 ≤ −1 follow. Consequently, we have w ′

j−1 ≥ 1 and

w ′
j+1 ≤−1. If δ j+1 = 1, by symmetry, we get w ′

j−1 ≤−1 and w ′
j+1 ≥ 1, establishing the second normality

condition of w ′.

In the third case, ε j = 1 and δ j = 0 yield δ j−1 = δ j+1 = 1. Then Lemma 4.1.2.(2) gives w j−1, w j+1 ≥ 1.
Since ε j−1, ε j+1 ≥ 0, we have w ′

j−1, w ′
j+1 ≥ 1, establishing again the second normality condition of w ′.

• Condition 3 Assume there are integers k, l ∈Z3τ such that l 6= k+1 and w ′
k = 0, w ′

k+1 = ∙∙ ∙ = w ′
l−1 =−1,

w ′
l = 0. By discussion in the previous case, we have wk = wl = 0 and δk−1 = δl+1 = 1, δk = δl = 0. It

can be easily checked that w ′
k+1 = ∙∙ ∙ = w ′

l−1 = −1 implies δk+1 = ∙∙ ∙ = δl−1 = 0, yielding εk+1 = ∙∙ ∙ =
εl−1 = −1 and that wk+1 = ∙∙ ∙ = wl−1 = 0. Putting these together would contradict Lemma 4.1.2(1).
Therefore, we conclude that there is no subword of the form (0,−1,−1, . . . ,−1,0) in w ′, establishing the
third normality condition of w ′.

• Condition 4 Assume w ′
j = −1 for all j ∈ Z3τ. It can be easily checked that δ j = 0 for all j , yielding

ε j = −1 and w j = 0. But then by definition we have δ j = 1 for any such j , which is a contradiction.
Therefore, w ′ does not consist only of −1, establishing the last normality condition of w ′.

Next we define the inverse of the above conversion formula.

Definition 3.5.4 (Conversion from normal loop data to band data). Pick a normal loop datum (w ′,λ′,μ),
with

w ′ = (w ′
1, w ′

2, w ′
3, w ′

4, w ′
5, w ′

6, . . . , w ′
3τ−2, w ′

3τ−1, w ′
3τ) ∈Z3τ.
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We define the sign word δ′ = δ′(w ′) ∈ {0,1}3τ, the correction word ε′ = ε′(w ′) ∈ {−1,0,1,2}3τ of w ′ and the
band word w ∈Z3τ converted from w ′ below, where we regard the index j of w ′

j , s′j , ε′j and w j to be in Z3τ.

First, each entry of the sign word δ′ = δ′(w ′) is defined as

δ′j :=

{
0 if w ′

j ≤ 0

1 if w ′
j > 0.

Next, each entry of the correction word ε′ = ε′(w ′) is defined as

ε′j :=−1+δ′j−1 +δ′j +δ′j+1.

Then each entry of the converted loop word w is defined as

w j = w ′
j −ε′j

and the conversion from the normal loop datum to the band datum is given by

(w ′,λ′,μ) 7→ (w = w ′ −ε′(w ′),λ= (−1)l1+∙∙∙+lτ+τλ′,μ=μ)

where li = w3i−2 for i ∈Zτ.

Example 3.5.5. Consider a band datum (w,λ,μ) whose band word w is given as below.

w = ( 6 , 0 , 2 , −1 , 0 , −3 , 0 , 0 , 5 , 0 , −2 , 1 , −1 , 3 , 4 )

δ(w) = δ′
(
w ′

)
= ( 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 1 )

ε(w) = ε′
(
w ′

)
= ( 2 , 2 , 1 , 0 , −1 , −1 , −1 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 2 )

w ′ = ( 8 , 2 , 3 , −1 , −1 , −4 , −1 , 0 , 5 , 0 , −2 , 1 , 0 , 4 , 6 )

We computed the sign word δ(w), the correction word ε(w) of w and the loop word w ′ = w + ε(w)
converted from w. Note that w ′ is presented in the normal form. Then we computed the sign word δ′

(
w ′

)
,

the correction word ε′
(
w ′

)
of w ′.

We underlined the spots of w in blue or red, respectively, according to whether the value of δ on them
is 1 or 0. Likewise, the spots of w ′ are underlined according to the value of δ′. Observe that both w and w ′

have the same underline pattern, implying δ′
(
w ′

)
= δ(w) and hence ε′

(
w ′

)
= ε(w). Therefore, the band

word w ′ −ε′
(
w ′

)
converted from w ′ is the same as the original band word w.

The parameter λ and the holonomy parameter λ′ in this case are related by λ′ = (−1)6−1+0+0−1+5λ=−λ.

Proposition 3.5.6. The conversion from the band datum to the loop datum and the conversion from the
normal loop datum to the band datum are the inverses of each other.

Proof. Let
(
w,λ,μ

)
be a band datum and

(
w ′ = w +ε(w),λ′ = (−1)l1+∙∙∙+lτ+τλ,μ

)
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the converted loop datum, where li = w3i−2 for i ∈Zτ. Then let
(
w ′′ = w ′ −ε′

(
w ′) ,λ′′ = (−1)l ′′1 +∙∙∙+l ′′τ+τλ′,μ=μ′

)

be the band datum converted from (w ′,λ′,μ), where l ′′i = w ′′
3i−2 for i ∈ Zτ. In order to show (w ′′,λ′′,μ) =

(w,λ,μ), we notice that it is enough to show w ′′ = w , which is also equivalent to ε(w) = ε′(w ′). By the
construction of w and w ′, therefore, we only need to show that δ(w) = δ′(w ′). Denoting δ = δ(w) and
δ′ = δ′(w ′), we can prove δ j = δ′j for each j ∈Z3τ as follows.

• Case 1 w j ≤−1

In this case, we have δ j = 0 and hence ε j ≤ 1, implying w ′
j ≤ 0 so that δ′j = 0 follows.

• Case 2 w j = 0

If δ j = 0, by Lemma 4.1.2.(1), at least one of δ j−1 and δ j+1 must be 0, implying ε j ≤ 0 so that w ′
j ≤ 0

and hence δ′j = 0. Otherwise, if δ j = 1, by Lemma 4.1.2.(2), both δ j−1 and δ j+1 must be 1, implying

ε j = 2 so that w ′
j = 2 and hence δ′j = 1.

• Case 3 w j ≥ 1

We have δ j = 1 and hence ε j ≥ 0, implying w ′
j ≥ 1 so that δ′j = 1 follows.

Therefore, we proved that if we convert a given band datum to a loop datum and then convert it back
to a band datum, it returns to itself.

Conversely, let (w ′,λ′,μ) be a normal loop datum and
(
w ′′ = w ′ −ε′ (w) ,λ′′ = (−1)l ′′1 +∙∙∙+l ′′τ+τλ′,μ

)

the converted band datum, where l ′′i = w ′′
3i−2 for i ∈Zτ. Then let

(
w ′′′ = w ′′ −ε′′

(
w ′′) ,λ′′′ = (−1)l ′′1 +∙∙∙+l ′′τ+τλ′′,μ=μ

)

be the loop datum converted from (w ′′,λ′′,μ). In order to show (w ′′′,λ′′′,μ) = (w ′,λ′,μ), we only need to
show w ′′′ = w ′, which again follows from δ′(w ′) = δ′′(w ′′). As above, denoting δ′ = δ′(w ′) and δ′′ = δ′′(w ′′),
we can prove δ′j = δ′′j for each j ∈Z3τ by dividing the case.

• Case 1 w ′
j ≤−2

We have δ′j = 0. As ε′j ≥−1, we also have w ′′
j ≤−1 and hence δ′′j = 0.

• Case 2 w ′
j =−1

We have δ′j = 0. Since w ′ is normal, w ′ does not consist only of −1.

If the first non-(−1) element to the left of w ′
j is less than or equal to −2, namely, if there is an integer

k ∈ Z3τ \
{

j
}

such that w ′
k ≤ −2, w ′

k+1 = ∙∙ ∙ = w ′
j = −1, we have w ′′

k ≤ −1, w ′′
k+1, . . . , w ′′

j ≤ 0, implying

δ′′j = 0 by Lemma 4.1.2.(2).
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If the first non-(−1) element to the left of w ′
j is greater than or equal to 1, namely, if there is k ∈Z3τ\

{
j
}

such that w ′
k ≥ 1, w ′

k+1 = ∙∙ ∙ = w ′
j = −1, we have ε′k+1 ≥ 0 and hence w ′′

k+1 ≤ −1, w ′′
k+2, . . . , w ′′

j ≤ 0,

implying δ′′j = 0 by Lemma 4.1.2.(2).

The above discussion also applies to the elements to the right of w ′
j . It remains a case where both the

first non-(−1) element to the left and the right of w ′
j are 0, namely, there are k, l ∈ Z3τ \

{
j
}

such that

k < j < l and w ′
k = 0, w ′

k+1 = ∙∙ ∙ = w ′
l−1 =−1, w ′

l = 0. But this violates the third condition for w ′ to be
normal. Thus we conclude that δ′′j = 0 whenever w ′

j =−1 and w ′ is normal.

• Case 3 w ′
j = 0

We have δ′j = 0. Because w ′ is normal, one of w ′
j−1 ≤ −1, w ′

j+1 ≥ 1 or w ′
j−1 ≥ 1, w ′

j+1 ≤ −1 or w ′
j−1,

w ′
j+1 ≥ 1 must hold. In the first case, we have ε′j = 0, w ′′

j = 0 and δ′′j−1 = 0 bt arguments in the case 1

and 2. Hence, Lemma 4.1.2.(2) gives δ′′j = 0. The second case can also be handled in the same way. In

the third case, we have ε′j = 1, w ′′
j =−1 and hence δ′′j = 0.

• Case 4 w ′
j = 1

We have δ′j = 1. As w ′ is normal, both w ′
j−1 and w ′

j+1 are less than or equal to 0. Therefore, we have

ε′j = 0, w ′′
j = 1 and hence δ′′j = 1.

• Case 5 w ′
j = 2

We have δ′j = 1. If w ′ consists only of 2, then w ′′ consists only of 0, whence δ′′j = 1. Now assume that
this is not the case.

If the first non-2 element to the left of w ′
j is less than or equal to 1, namely, if there is k ∈Z3τ \

{
j
}

such

that w ′
k ≤ 1, w ′

k+1 = ∙∙ ∙ = w ′
j = 2, we automatically get w ′

k ≤ 0 by the first condition that w ′ is normal.

Thus we have ε′k+1 = 1 and hence w ′′
k+1 = 1, w ′′

k+2, . . . , w ′′
j ≥ 0. And if the first non-2 element to the left of

w ′
j is greater than or equal to 3, namely, if there is k ∈Z3τ\

{
j
}

such that w ′
k ≥ 3, w ′

k+1 = ∙∙ ∙ = w ′
j = 2, we

have w ′′
k ≥ 1, w ′′

k+1, . . . , w ′′
j ≥ 0. Therefore, in any cases, either w ′′

j ≥ 1 or there is k ∈ Z3τ \
{

j
}

such that

w ′′
k ≥ 1, w ′′

k+1, . . . , w ′′
j ≥ 0. This result also applies to the elements to the right of w ′

j and therefore we

conclude that either w ′′
j ≥ 1, or there are k, l ∈Z3τ\

{
j
}

with k < j < l such that w ′′
k ≥ 1, w ′′

k+1, . . . , w ′′
l−1 ≥

0, w ′′
l ≥ 1. In either case, we have δ′′j = 1.

• Case 6 w ′
j ≥ 3

We have δ′j = 1. As ε′j ≤ 2, we also have w ′′
j ≥ 1 and hence δ′′j = 1.

We proved that if we convert a given normal loop datum to a band datum and then convert it back to
a loop datum, it returns to itself.

Remark 3.5.7. We could have chosen different forms in the conversion formula from band words to loop
words. To be more specific, we can take any sign word δ∗ := δ∗(w) ∈ {0,1}3τ in Definition 4.1.1 satisfying the
following:
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• δ∗j = 1 if w j > 0,

• δ∗j = 0 if w j < 0,

• if w j = 0 and δ∗j < δ∗j+1, then the first non-zero entry to the left of w j+1 (exists and) is negative and
the first non-zero entry to the right of w j (exists and) is positive,

• if w j = 0 and δ∗j > δ∗j+1, then the first non-zero entry to the left of w j+1 (exists and) is positive and
the first non-zero entry to the right of w j (exists and) is negative.

Then we can prove that loop words obtained from the same band word should be equivalent to each other,
no matter which sign word δ∗(w) is used. In this case, all converted loop words satisfy the following ‘ quasi-
normal’ conditions:

• any subword of the form (a,0,b) in w ′ satisfies a ≤−1, b ≥ 1 or a ≥ 1, b ≤−1 or a,b ≥ 1,

• any subword of the form (a,1,b) in w ′ satisfies a ≥ 2, b ≤ 0 or a ≤ 0, b ≥ 2 or a,b ≤ 0,

• w ′ has no subword of the form (0,−1,−1, . . . ,−1,0), and

• w ′ has no subword of the form (1,2,2, . . . ,2,1).

The conversion formula from ‘quasi-normal’ loop words to band words remains the same as in Definition
4.1.4. If one convert a given band word to a loop word using any sign word and then convert it back to a
band word, it returns to itself. Conversely, if one convert a given ‘quasi-normal’ loop word to a band word
and then convert it back to a loop word using some sign word, it is equivalent to the original one.
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3.6 Matrix Factorizations from Cohen-Macaulay Modules: Band-Type and
String-Type

In this section, we work out the higher rank analogue of Section 3.3 to prove Theorem ??.

Let us briefly recall our setting. Let S := C[[x, y, z]] be the formal power series ring of three variables
and A :=C[[x, y, z]]/(x y z) its quotient ring. Given a band datum (w,λ,1) of length 3τ and multiplicity 1, let
δ := δ (w) and ε := ε (w) be the sign word and the correction word of w , respectively and (w ′,λ′,1) the loop
datum obtained by the conversion formula, which are described in Definition 4.1.1. Then the module
M (w,λ,1) corresponding to (w,λ,1) and the Lagrangian L(w ′,λ′,1) corresponding to (w ′,λ′,1) give matrix
factors of x y z over S. To compare them, we proposed the canonical form ϕ(w ′,λ,1) of matrices arising
from (w,λ,1) as

ϕ(w ′,λ,1) :=


















z −ym′
1−1 0 0 ∙ ∙ ∙ 0 −λ−1x−l ′1

−y−m′
1 x −zn′1−1 0 ∙ ∙ ∙ 0 0

0 −z−n′1 y −xl ′2−1 ∙ ∙ ∙ 0 0

0 0 −x−l ′2 z
. . .

...
...

...
...

...
. . .

. . . −ym′
τ−1 0

0 0 0 ∙ ∙ ∙ −y−m′
τ x −zn′τ−1

−λxl ′1−1 0 0 ∙ ∙ ∙ 0 −z−n′τ y


















3τ×3τ

.

As always, we denote l ′i := w ′
3i−2, m′

i := w ′
3i−1, n′

i := w ′
3i and regard xa , y a or za to be zero if a < 0.

The entries of the matrix ϕ(w ′,λ,1) are considered to be in S and then it yields an obvious S-module
homomorphism ϕ(w ′,λ,1) : S3τ → S3τ between free S-modules.

Then we denote by ϕ(w ′,λ,1) the matrix ϕ(w ′,λ,1) modulo x y z. That is, ϕ(w ′,λ,1) is the same form
as ϕ(w ′,λ,1) but entries are considered to be elements of A. This yields an A-module homomorphism
ϕ(w ′,λ,1) : A3τ → A3τ between free A-modules.

Note that each A-module M also has a natural S-module structure, and we will denote by MS the
corresponding S-module. Namely, the underlying set and abelian group structure of MS is the same as M
whereas the scalar multiplication is defined by f ∙u :=

[
f
]
∙u, where f ∈ S,

[
f
]
∈ A = S/(x y z). and u in the

left hand side is an element of MS and u in the right hand side is the same element of M . Readers should
note that x y z ∙u = 0 for any u ∈ MS even if it is an S-module operation. Note also that a subset of M or MS

generates the whole set with the A-module structure if and only if it does with the S-module structure.

Our goal in this section is to show that the matrix factor of x y z over S arising from the module
M(w,λ,1) fits into the above canonical form ϕ(w ′,λ,1).

Theorem 3.6.1. For a nondegenerate band datum (w,λ,1) of length 3τ and multiplicity 1, we can construct
the following free resolution of MS (w,λ,1) as an S-module:

0 S3τ S3τ MS (w,λ,1) 0.
ϕ(w ′,λ,1) π (3.6.1)

The map π will be constructed during the proof. In particular,

M (w,λ,1) ∼= cokerϕ(w ′,λ,1)

67



holds as A-modules.

This together with the conversion formula proves Theorem ??.

3.6.1 Notations and Properties

For rings S :=C[[x, y, z]] and A =C[[x, y, z]]/(x y z), let

Aτ =C[[x1, y1, z1]]/(x1 y1z1)×∙∙ ∙×C[[xτ, yτ, zτ]]/(xτyτzτ)

be the free A-module of rank τ. We introduce an alternative notation for elements of S, A and Aτ. This is
to represent the variables such as x, y and z at once.

Notation 3.6.2.1. We denote by

χ3i−2 := x, χ3i−1 := y and χ3i := z

for i ∈Zτ the elements in the ring S or A, depending on the context. Then we consider χa
j to be zero if a < 0,

for any j ∈Z3τ.

2. We abbreviate some monomials in Aτ as

l X m
3i−2 := xl

i ym
i , m X n

3i−1 := ym
i zn

i and n X l
3i := zn

i xl
i

for i ∈Zτ and l , m, n ∈Z≥1.

3. To deal with the eigenvalue λ, we introduce the symbols

Λ+
j :=

{
λ if j = 1 and δ1 = 1,

1 otherwise
and Λ−

j :=

{
λ−1 if j = 1 and δ1 = 0,

1 otherwise

for j ∈Z3τ, depending on the band datum (w,λ,1).

For later use, we summarize some useful properties of new notations in the following proposition.

Proposition 3.6.3.1. As elements of Aτ,
a X b

j =χa
j χ

b
j+1ei

for i ∈Zτ, j ∈Z3τ with 3i −2 ≤ j ≤ 3i and a, b ∈Z≥1, where ei is the column vector in Aτ whose i -th entry
is 1 and the rest are 0. Here the multiplication of χa

j χ
b
j+1 ∈ (S or A) to ei ∈ ((Aτ)S or Aτ) can be either an

S-module or an A-module operation.

2. We have the arithmetic rules

χ j+3i

(
a X b

j

)
= a+1X b

j , χ j+3i+1

(
a X b

j

)
= a X b+1

j , and χ j+3i+2

(
a X b

j

)
= 0 (3.6.2)

for any i ∈Zτ, j ∈Z3τ and a, b ∈Z≥1, regardless whether these are S-module or A-module operations.
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Using new notations, we can rewrite the relevant modules and matrices.

Proposition 3.6.4.1. M̃ (w,λ,1) is the A-submodule of Aτ generated by 6τ elements

H j := 2X 2
j and G j :=Λ+

j

(
1X

w+
j +2

j−1

)

+Λ−
j

(
w−

j +2X 1
j

) (
j ∈Z3τ

)
.

2. The canonical matrix ϕ(w ′,λ,1) can be written as

ϕ(w ′,λ,1) =






















χ3τ −Λ+
2 χ

w ′
2−1

2 0 0 ∙ ∙ ∙ 0 −Λ−
1 χ

−w ′
1

1

−Λ−
2 χ

−w ′
2

2 χ1 −Λ+
3 χ

w ′
3−1

3 0 ∙ ∙ ∙ 0 0

0 −Λ−
3 χ

−w ′
3

3 χ2 −Λ+
4 χ

w ′
4−1

4 ∙ ∙ ∙ 0 0

0 0 −Λ−
4 χ

−w ′
4

4 χ3

. . .
...

...

...
...

...
. . .

. . . −Λ+
3τ−1χ

w ′
3τ−1−1

3τ−1 0

0 0 0 ∙ ∙ ∙ −Λ−
3τ−1χ

−w ′
3τ−1

3τ−1 χ3τ−2 −Λ+
3τχ

w ′
3τ−1

3τ

−Λ+
1 χ

w ′
1−1

1 0 0 ∙ ∙ ∙ 0 −Λ−
3τχ

−w ′
3τ

3τ χ3τ−1






















3τ×3τ

where entries are elements of S. The matrix ϕ(w ′,λ,1) can be written in the same form but entries are
considered to be in A.

Proof. The second statement can be checked easily. For the first one, recall that M̃ (w,λ,1) is the A-
submodule of Aτ generated by all columns of the 6 matrices

x2 y2Iτ, y2z2Iτ, z2x2Iτ, πx (w,λ,1) , πy (w,λ,1) and πz (w,λ,1)

in Aτ×τ, where the last three are given by









xl−1 +2 y zxl+2 +2 ∙ ∙ ∙ 0

0 xl−2 +2 y
. . .

...
...

...
. . . zxl+τ +2

λzxl+1 +2 0 ∙ ∙ ∙ xl−τ +2 y










τ×τ

,







x ym+
1 +2+ym−

1 +2z ∙ ∙ ∙ 0

...
. . .

...

0 ∙ ∙ ∙ x ym+
τ +2+ym−

τ +2z







τ×τ

,







y zn+1 +2+zn−1 +2x ∙ ∙ ∙ 0

...
. . .

...

0 ∙ ∙ ∙ y zn+τ +2+zn−τ +2x







τ×τ

in order. Now the i -th column of each matrix as an element of Aτ is

2X 2
3i−2, 2X 2

3i−1, 2X 2
3i ,

Λ+
3i−2

(
Λ−

3i−2

)−1
(

1X
w+

3i−2+2
3i−3

)
+w−

3i−2+2X 1
3i−2, 1X

w+
3i−1+2

3i−2 +w−
3i−1+2X 1

3i−1 and 1X
w+

3i+2
3i−1 +w−

3i+2X 1
3i ,

respectively, in order.

Recall in linear algebra that the adjoint matrix adj B of a square matrix B is the transpose of the cofac-
tor matrix of B whose (a,b)-entry is (−1)a+b times the (a,b)-minor of B . A useful property of the adjoint
matrix is that it satisfies

B ∙adjB = adjB ∙B = (detB) I (3.6.3)
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where I is the identity matrix of the same size as B . This is valid whenever the matrix B has entries in a
commutative ring.

Proposition 3.6.5. Let (w,λ,1) be a band datum of length 3τ and multiplicity 1.

1. The determinant of ϕ :=ϕ
(
w ′,λ,1

)
is

detϕ
(
w ′,λ,1

)
= xτyτzτu

where

u := u
(
w ′,λ,1

)
:= 1−

3τ∏

j=1
Λ+

j χ
w ′

j−2

j −
3τ∏

j=1
Λ−

j χ
−w ′

j−1

j

is a unit in S if and only if (w,λ,1) is nondegenerate. In particular, u = 1 unless w j ≥ 0 for all j or w j ≤ 0
for all j .

2. The (a,b)-entry of the adjoint matrix of ϕ
(
w ′,λ,1

)
is

(
adjϕ

(
w ′,λ,1

))
ab =






a−2∏

j=a
χ j if a = b,

(
a−2∏

j=b

χ j

)(
b∏

j=a+1
Λ+

j χ
w ′

j−1

j

)

+

(
b−2∏

j=a
χ j

)(
a∏

j=b+1

Λ−
j χ

−w ′
j

j

)

if a 6= b

where we regard the product
b∏

j=a
h j as 1 if b = a −1 and ha ∙ ∙ ∙h3τh1 ∙ ∙ ∙hb if b ≤ a −2.

Proof. It is a straightforward calculation using the fact χ
w ′

j−1

j χ
−w ′

j

j = 0 for all j .

In particular, Proposition 3.6.5.(1) together with the equation 3.6.3 and the fact that S is an integral do-
main demonstrates that the map ϕ : S3τ → S3τ is injective. This establishes the exactness of the sequence
3.6.1 at the leftmost arrow.

Corollary 3.6.6. For a nondegenerate band datum (w,λ,1) of length 3τ and multiplicity 1, define a matrix
ψ̃ := ψ̃

(
w ′,λ,1

)
∈ S3τ×3τ by

(
ψ̃

(
w ′,λ,1

))
ab :=






χaχa+1 if a = b,

b∏

j=a+1
Λ+

j χ
w ′

j−2+1 j∈{a+1,b}

j +
a∏

j=b+1

Λ−
j χ

−w ′
j−1+1 j∈{b+1,a}

j if a 6= b

where we regard the product symbol as in Proposition 3.6.5.(2) and 1 j∈{a,b} is 1 if j ∈ {a,b} and 0 otherwise.
Then the matrix ψ :=ψ

(
w ′,λ,1

)
∈ S3τ×3τ defined by

ψ
(
w ′,λ,1

)
:=

(
u

(
w ′,λ,1

))−1
ψ̃

(
w ′,λ,1

)
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satisfies
ϕψ=ψϕ= x y zI3τ.

That is, both ϕ and ψ are matrix factors of x y z over S.

Proof. One can check that
adjϕ= xτ−1 yτ−1zτ−1ψ̃.

Substituting this and detϕ= xτyτzτu into the equation 3.6.3 gives

xτ−1 yτ−1zτ−1ϕψ̃= xτ−1 yτ−1zτ−1ψ̃ϕ= xτyτzτuI3τ.

We may cancel out the common terms xτ−1 yτ−1zτ−1 in both sides since S is an integral domain, which
yields the desired result.

3.6.2 Generators, Relations and Macaulayfying Elements

Recall that M̃ := M̃
(
w,λ,μ

)
is generated by elements G1, . . . ,G3τ together with H1, . . . , H3τ in Aτ. Here we

investigate the relations among them by plotting them on the lattice diagram for Aτ. Figure 3.4 illustrates
a part of generator diagram for M̃ representing G j , H j and G j+1 in each case depending on the value of
δ j and δ j+1.

In each case, we can observe the relations among G j ’s and determine whether H j is spanned by them
or not, as follows:

• δ j = δ j+1 = 1: Λ+
j+1χ

w j+1+1
j+1 G j =χ j G j+1 , H j =χ j+1G j

• δ j = 1, δ j+1 = 0: χ j+1G j =χ j G j+1 , H j =χ j+1G j =χ j G j+1

• δ j = δ j+1 = 0: χ j+1G j =Λ−
j χ

−w j+1
j G j+1 , H j =χ j G j+1

• δ j = 0, δ j+1 = 1: Λ+
j+1χ

w j+1+1
j+1 G j =Λ−

j χ
−w j+1
j G j+1 , H j may not be spanned by G1, . . . ,G3τ

The relations among G j ’s can be summarized as

Λ+
j+1χ

w+
j+1+1

j+1 G j =Λ−
j χ

w−
j +1

j G j+1 (3.6.4)

for j ∈Z3τ in any cases, noting that Λ−
j = 1, w j ≥ 0 when δ j = 1 and Λ+

j = 1, w j ≤ 0 when δ j = 0.

On the other hand, H j is not spanned by G1, . . . ,G3τ only if δ j = 0 and δ j+1 = 1 hold simultaneously.
The converse is not true in general, as w j = 0 may still hold in this case. As a consequence, M̃ is generated
by G1, . . . ,G3τ together with those H j ’s. In such a case, we find in Figure 3.4d the relations

−χ j−2G j +Λ−
j χ

−w j

j H j = 0, χ j−1H j = 0 and Λ+
j+1χ

w j+1

j+1 H j −χ j G j+1 = 0 (3.6.5)

among H j and G j ’s. Note that these relations are ‘enough’ in the sense that any other relations containing
H j are S-linear combinations of these. Namely, if sH j can be represented as an S-linear combination
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of G j ’s for some s ∈ S, then s should be an S-linear combination of χ
−w j

j , χ j−1 and χ
w j+1

j+1 and the whole
equation should be an S-linear combination of the above 3 relations.

Next, we find Macaulayfying elements of M̃ in Aτ. For any ı ∈ Z3τ with δı = 1 and δı+1 = 0, there are
 ∈Z3τ \ {ı} and κ ∈

{
0, . . . , − ı −1

}
such that

wı ≥ 1, wı+1 = ∙∙ ∙ = wı+κ = 0, wı+κ+1 ≤−1, wı+κ+2, . . . , w  ≤ 0 and w +1 ≥ 1. (3.6.6)

One should be careful about the indices. If κ = 0, then the second condition in 3.6.6 becomes an empty
condition. If κ= − ı −1, then the fourth one is empty.

In this case, we have the identities

δı = 1, δı+1 = ∙∙ ∙ = δı+κ+1 = ∙∙ ∙ = δ = 0, δ+1 = 1 (3.6.7)

by definition of the sign word δ. Figure 3.5 shows the relevant part of the generator diagram for M̃ .

Figure 3.5: A Macaulayfying element of M̃ in A3τ

One may notice that the element Fı ∈ A3τ \ M̃ marked with orange color is a Macaulayfying element
of M̃ in A3τ, which can be written as

Fı :=Λ+
ı

(
1X wı+1

ı−1

)
+1 X 1

ı +Λ−
ı+1

(1X 1
ı+1

)
+Λ−

ı+1Λ
−
ı+2

(1X 1
ı+2

)

+∙∙ ∙+
(
Λ−

ı+1 ∙ ∙ ∙Λ
−
ı+κ

)(1X 1
ı+κ

)
+

(
Λ−

ı+1 ∙ ∙ ∙Λ
−
ı+κ+1

)(−wı+κ+1+1X 1
ı+κ+1

)

=Λ+
ı

(
1X wı+1

ı−1

)
+

κ∑

a=0

(
a∏

b=1

Λ−
ı+b

)
(1X 1

ı+a

)
+

(
κ+1∏

b=1

Λ−
ı+b

)
(−wı+κ+1+1X 1

ı+κ+1

)
.

(3.6.8)

Indeed, we can express χı+1Fı , χı+2Fı and χı+3Fı as S-linear combinations of

G ′′
ı−1, Gı , Gı+1, G ′

ı+2, . . . , G ′
ı+κ+1

where

G ′′
ı−1 :=

{
Hı−1 if δı−1 = 0

Gı−1 if δı−1 = 1
, G ′

ı :=Gı , . . . , G ′
 :=G  and G ′

+1 := H  , (3.6.9)

confirming that xFı , yFı and zFı are elements of M̃ . Note that G ′
ı = Gı and G ′

ı+1 = Gı+1 always hold.
Moreover, each of G ′′

ı−1 and G ′
ı+a is one of G j ’s or one of H j ’s that is not generated by G j ’s, by the discussion
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in the above paragraph and identities δı = 1, δ = 0 and δ+1 = 1. For later use, we write down the explicit
formulas as follows:






χı Fı = Gı + ζ−1
ı ,−1,2G ′

ı+3 + ∙∙ ∙ + ζ−1
ı ,−1,κ+1G ′

ı+κ+1

χı+1Fı = Gı+1 + ζ0
ı ,−1,2G ′

ı+3 + ∙∙ ∙ + ζ0
ı ,−1,κ+1G ′

ı+κ+1

χı+2Fı =Λ+
ı χ

w ′
ı−1

ı G ′′
ı−1 +Λ−

ı+1χ
−w ′

ı+1
ı+1 G ′

ı+2 + ζ1
ı ,−1,2G ′

ı+3 + ∙∙ ∙ + ζ1
ı ,−1,κ+1G ′

ı+κ+1

(3.6.10)

where

ζc
ı ,a,b :=






(
b∏

d=a+1

Λ−
ı+d

)

χ
−w ′

ı+b−1

ı+b if c ≡ b (mod 3)

0 otherwise

(3.6.11)

for b ∈ {2, . . . ,κ+1}, a ∈ {−1, . . . , b −1} and c ∈Z. These can be observed in Figure 3.5 or computed straight-
forwardly from equation 3.6.8 applying the arithmetic rules 3.6.2, the (in)equalities 3.6.6, the identities
3.6.7 and the conversion formula w ′

j = w j +δ j−1 +δ j +δ j+1 −1 in Definition 4.1.1.

We remark here on some basic properties of the symbols ζc
ı ,a,b . First note that the monomial χ

−w ′
ı+b−1

ı+b
is 1 for b ∈ {2, . . . ,κ} and is nonzero for b = κ+1. This follows from the observations w ′

ı+2 = ∙∙ ∙ = w ′
ı+κ =−1

and w ′
ı+κ+1 ≤−1. ζc

ı ,a,b is just an element of C, namely
b∏

d=a+1

Λ−
ı+d , unless b = κ+1. Based on this fact, we

find that the symbols satisfy algebraic relations

ζb+d
ı ,a,bζ

c
ı ,b,c = ζc+d

ı ,a,c (3.6.12)

for any c ∈ {2, . . . ,κ−2}, b ∈ {2, . . . , c −1}, a ∈ {−1, . . . , b −1} and d ∈Z, i.e. whenever all terms are defined.

Other than the form of Fı , there seem to be no further Macaulayfying elements. This will be revealed
to be true in the proof of Theorem 3.6.1.

3.6.3 Proof of the Theorem

Let M0 := M0 (w,λ,1) be the A-submodule of Aτ generated by the 3τ elements G1, . . . ,G3τ. Then M̃ is
generated by elements of M0 together with H1, . . . , H3τ in Aτ. And then M is generated by elements of M̃
together with the Macaulayfying elements of M̃ in Aτ.

The overall strategy of the proof is as follows. We will complete it in four steps. In step 1, we will first
find a (part of) free resolution of (M0)S as an S-module. In step 3, we modify it to get a (part of) free
resolution of M̃S . In step 4, we fix it again to finally establish the desired free resolution 3.6.1 of MS . But
for some technical reasons, we treat the special cases where w j ≥ 0 for all j or w j ≤ 0 for all j separately
in step 2.

In step 3 and step 4, we need some technical lemmas, which allow us to modify the free resolution of a
module when we add or replace its generators. Lemma 3.6.7 describes the ‘matrix expansion’ process ac-
cording to adding a generator and lemma 3.6.8 gives the ‘matrix reduction’ process according to replacing
a redundant generator. There is also a geometric version of matrix reduction in lemma 2.2.9 and remark
2.2.10.

73



Lemma 3.6.7. Let π0 ∈ Aa×b and ϕ0 ∈ Sb×c be matrices such that the sequence

Sc Sb (AS)a 0
ϕ0 π0

of S-modules is exact and B ∈ Aa×1 and C T ∈ S1×d , D ∈ Sb×d be matrices such that the enlarged matrices

π1 :=



 π0 B



 ∈ Aa×(b+1) and ϕ1 :=








ϕ0 D

0 C T







∈ S(b+1)×(c+d)

satisfy π1ϕ1 = 0 ∈ Aa×(c+d). Assume further that imC T ⊆ S contains the conductor

annS
(
imπ1

/
imπ0

)
:= {s ∈ S |s (imπ1) ⊆ imπ0 } = {s ∈ S |sB ⊆ imπ0 }

of imπ0 in imπ1. Then we have the following modified exact sequence of S-modules:

Sc+d Sb+1 (AS)a 0.
ϕ1 π1

Proof. Note that imπ1 = (AS)a immediately follows from imπ0 = (AS)a . The inclusion imϕ1 ⊆ kerπ1 is

also immediate from π1ϕ1 = 0. For the opposite inclusion, assume that v :=

(
v1

v2

)

∈ Sb+1 is an element

of kerπ1 for some v1 ∈ Sb and v2 ∈ S. Then π1v = 0 ∈ Aa yields π0v1 +B v2 = 0 ∈ Aa . Thus, we have
v2B ∈ imπ0 and the assumption implies v2 ∈ imC T . Put v2 = C T u2 for some u2 ∈ Sd and substitute it to
the previous equation, which gives π0v1 +BC T u2 = 0 ∈ Aa . Note that the assumption π1ϕ1 = 0 implies
the equation π0D +BC T = 0 ∈ Aa×d . Combining these, we get π0v1 −π0Du2 = 0 ∈ Aa , or equivalently,

v1 −Du2 ∈ kerπ0 = imϕ0. Thus we have v1 =ϕ0u1 +Du2 for some u1 ∈ Sc . Now put u :=

(
u1

u2

)

∈ Sc+d then

one can check v =ϕ1u ∈ imϕ1, implying kerπ1 ⊆ imϕ1.

Lemma 3.6.8. Let π1 ∈ Aa×b, B ∈ Aa×1, C ∈ Sb×c , D ∈ Sb×1 and E T ∈ S1×c be matrices and u ∈ S be a unit
such that for matrices

π0 :=



 π1 B



 ∈ Aa×(b+1) and ϕ0 :=








C D

E T u







∈ S(b+1)×(c+1)

the sequence

Sc+1 Sb+1 (AS)a 0
ϕ0 π0

of S-modules is exact. Setting ϕ1 := C −Du−1E T ∈ Sb×c , we have the following modified exact sequence of
S-modules:

Sc Sb (AS)a 0.
ϕ1 π1
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Proof. Consider the following diagram of S-modules:

Sc ⊕S Sb ⊕S (AS)a 0

Sc ⊕S Sb ⊕S (AS)a 0

ϕ0=

(
C D

E T u

)

∼ =
(

Ic 0

u−1E T 1

)

π0=(π1 B )

∼ =

(
Ib −Du−1

0 u−1

)

∼ = Ia
(

C−Du−1E T 0
0 1

)

(π1 0)

ϕ1

=
One can immediately check by matrix calculations that both squares in the diagram commute. Also, note
that the vertical maps are all isomorphisms, hence the exactness of the top row yields the exactness of the
bottom row, which also implies the exactness of the desired sequence.

Proof of Theorem 3.6.1. We now prove the theorem, step by step as illustrated above.

Step 1: Find a (part of) free resolution of (M0)S .

Note that M0 = ‹G1, . . . ,G3τ›A ∈ Aτ yields an S-module (M0)S = ‹G1, . . . ,G3τ›S ∈ (AS)τ, where AS is the
same as A but considered as an S-module. That is, M0 and (M0)S are the same as underlying sets and the
subset {G1, . . . ,G3τ} A-generates M0 and at the same time S-generates (M0)S .

Consider the τ×3τ matrix π0 :=π0 (w,λ,1) ∈ Aτ×3τ whose j -th column is G j ∈ Aτ for j ∈Z3τ. That is,

π0 :=
(

G1 G2 G3 ∙ ∙ ∙ G3τ−1 G3τ
)
τ×3τ

.

Then regard the matrix as an S-module homomorphism π0 : S3τ → (AS)τ, which is well-defined using the
natural isomorphism HomS (S, AS) ∼= AS where AS is the same as A but considered as an S-module. As a
result, the S-module (M0)S is the image of π0 : S3τ → (AS)τ. Restricting the codomain, we also denote the
map by π0 : S3τ → (M0)S , which becomes automatically surjective.

We need to figure out the kernel of π0 to further resolve (M0)S . It is equivalent to find relations among
generators G j of (M0)S , or the columns of π0. Based on the observations

Λ+
j χ

w+
j +1

j G j−1 =Λ−
j−1χ

w−
j−1+1

j−1 G j and χ j−2χ j−1G j = 0
(

j ∈Z3τ
)

(3.6.13)

from equation 3.6.4 in Subsection 3.6.2, we define two matrices below. First, the matrix ϕ0 :=ϕ0 (w,λ,1) ∈
S3τ×3τ is defined by

ϕ0 :=

R1 R2 R3 ∙ ∙ ∙ R3τ−1 R3τ

G1

G2

G3

...

G3τ−1

G3τ



















Λ−
3τχ

w−
3τ+1

3τ −Λ+
2 χ

w+
2 +1

2 0 ∙ ∙ ∙ 0 0

0 Λ−
1 χ

w−
1 +1

1 −Λ+
3 χ

w+
3 +1

3 ∙ ∙ ∙ 0 0

0 0 Λ−
2 χ

w−
2 +1

2

. . .
...

...

...
...

...
. . . −Λ+

3τ−1χ
w+

3τ−1+1

3τ−1 0

0 0 0 ∙ ∙ ∙ Λ−
3τ−2χ

w−
3τ−2+1

3τ−2 −Λ+
3τχ

w+
3τ+1

3τ

−Λ+
1 χ

w+
1 +1

1 0 0 ∙ ∙ ∙ 0 Λ−
3τ−1χ

w−
3τ−1+1

3τ−1



















3τ×3τ

.
(3.6.14)
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We denote the j -th row and the k-th column of ϕ0 as G j and Rk , respectively, for each j , k ∈ Z3τ. This is
considering that column Rk represents the k-th relation of G j ’s given in the left part of 3.6.13, when the
entry in row G j is multiplied to G j for each j . This proves π0ϕ0 = 0.

Next, we define the matrix ϕ0# ∈ S3τ×3τ by

R1# R2# R3# ∙ ∙ ∙ R(3τ−1)# R3τ#

ϕ0# :=
(
χ3τ−1χ3τeG1 χ3τχ1eG2 χ1χ2eG3 ∙ ∙ ∙ χ3τ−3χ3τ−2eG3τ−1 χ3τ−2χ3τ−1eG3τ

)
3τ×3τ

where eG j is the column vector in S3τ whose unique nonzero entry is 1 and lies in the same position
corresponding to row G j , namely the j -th row. We denote the j -th row and the k-th column of ϕ0# by G j #

and Rk#, respectively, for each j , k ∈Z3τ. Then column Rk# corresponds to the k-th relation of G j ’s in the
right part of 3.6.13, when the entry in row G j # is multiplied to G j for each j . This yields π0ϕ0# = 0.

Now we claim that the following sequence of S-modules is exact:

S6τ S3τ (M0)S 0.
(ϕ0|ϕ0# ) π0 (3.6.15)

Since we already know π0
(
ϕ0

∣
∣ϕ0#

)
= 0, we only need to show that kerπ0 ⊆ im

(
ϕ0

∣
∣ϕ0#

)
. Let a = (a1, . . . , a3τ) ∈

S3τ be an element of kerπ0. Then, as the j -th column of π0 is G j as an element of Aτ, the equation π0a = 0
is equivalent to the relation

a1G1 +∙∙ ∙+a3τG3τ = 0,

which can be also written as

3τ∑

j=1

(

Λ+
j+1χ

w+
j+1+1

j+1 a j+1 +Λ−
j χ

w−
j +1

j a j

)(
1X 1

j

)
= 0. (3.6.16)

This also implies that each summand vanishes.

Note that each a j ∈ S can be uniquely expressed as

a j = a j ,0 +a j ,1χ j−1 +a j ,2χ j +a j ,3χ j+1 +a j ,4χ j−1χ j +a j ,5χ jχ j+1 +a j ,6χ j+1χ j−1 +a j ,7x y z (3.6.17)

for some a j ,0 ∈ C, a j ,1 ∈ C[[χ j−1]], a j ,2 ∈ C[[χ j ]], a j ,3 ∈ C[[χ j+1]], a j ,4 ∈ C[[χ j−1,χ j ]], a j ,5 ∈ C[[χ j ,χ j+1]],
a j ,6 ∈ C[[χ j+1,χ j−1]] and a j ,7 ∈ S. Substituting this into the j -th summand in 3.6.16, simplifying using
proposition 3.6.3, and comparing coefficients of each monomials yield the following:

a j ,0 = a j ,2 = a j+1,0 = a j+1,2 = 0 and

Λ+
j+1χ

w+
j+1+1

j+1

(
a j+1,1χ j +a j+1,4χ jχ j+1

)
+Λ−

j χ
w−

j +1

j

(
a j ,3χ j+1 +a j ,5χ jχ j+1

)
= 0.

From the latter one, we can write

a j ,3χ j+1 +a j ,5χ jχ j+1 =−Λ+
j+1χ

w+
j+1+1

j+1 b j+1 and a j+1,1χ j +a j+1,4χ jχ j+1 =Λ−
j χ

w−
j +1

j b j+1

for some b j+1 ∈ S.
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Substituting into equation 3.6.3 what we have earned so far, we get

a j =Λ−
j−1χ

w−
j−1+1

j−1 b j −Λ+
j+1χ

w+
j+1+1

j+1 b j+1 +
(
a j ,6 +a j ,7χ j

)
χ j+1χ j−1

for any j ∈ {1, . . . ,3τ}, or equivalently,

a =
3τ∑

j=1

(
b j R j +

(
a j ,6 +a j ,7χ j

)
R j #

)
.

Thus a is an S-linear combination of the columns Rk and Rk#, that is, a ∈ im
(
ϕ0

∣
∣ϕ0#

)
. Consequently, the

sequence 3.6.15 is exact.

Step 2: Establish a free resolution of MS in special cases.

Here we first consider the case where w j ≥ 0 for all j . Then we have w+
j = w j , w−

j = 0, w ′
j = w j +2 and

Λ−
j = 1 for all j . Relations H j = χ j+1G j show that M̃ is generated by only 3τ elements G j

(
j ∈Z3τ

)
in Aτ

and hence M0 = M̃ . We denote π0 by π̃. One can also notice ϕ0 =ϕ.

Meanwhile, one can observe in Corollary 3.6.6 that ψab is a multiple of χa+1χb for any a, b ∈ Z3τ.
Therefore, the b-th column of ψ is a multiple of χb and can be written as χb vb for some vb ∈ S3τ. Using
the equation ϕψ= x y zI3τ, we now have

χbϕvb = x y zeGb .

Since S is an integral domain, we may cancel out common terms χb in both sides. The result is

ϕvb =χb−2χb−1eGb ,

where the right side is the b-th column of ϕ0#. This proves imϕ0+ ⊆ imϕ and the exact sequence 3.6.15
yields a new exact sequence

0 S3τ S3τ M̃S 0.
ϕ π̃

From this we deduce M̃ ∼= cokerϕ as A-modules, which guarantees that M̃ is already a maximal Cohen-
Macaulay A-module and hence M̃ = M . Setting π := π̃, we get the desired free resolution 3.6.1 in the
theorem.

We can handle the case where w j ≤ 0 for all j in a similar way but using some coordinate translation
in the matrix. We leave it to the readers. For the other cases, we move on to the next step.

Step 3: Get a (part of) free resolution of M̃S in the other cases.

In the rest cases, some of w j are positive and some are negative. Therefore, some of δ j are 1 and some
are 0. Let’s say the value of δ j changes 2ξ times for some ξ ∈Z≥1 with 2ξ≤ 3τ. Then there are 2ξ different
integers ı1, 1,. . . ,ıξ, ξ in cyclic order in Z3τ such that

δξ+1 = ∙∙ ∙ = δı1 = 1, δı1+1 = ∙∙ ∙ = δ1 = 0, δ1+1 = ∙∙ ∙ = δı2 = 1, . . . , δıξ+1 = ∙∙ ∙ = δξ = 0.
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By the discussion in the first paragraph in Subsection 3.6.2, M̃ is generated by elements of M0 =
‹G1, . . . ,G3τ›A together with H 1 , . . . , H ξ . We denote it by M1 := M̃ . To resolve it, we enlarge the matrix
π0 ∈ Aτ×3τ to a new matrix π1 :=π1 (w,λ,1) ∈ Aτ×(3τ+ξ) by inserting the new column H ν ∈ Aτ between the
columns G ν and G ν+1 of π0 for each ν ∈ {1, . . . ,ξ}. As a result, we get

π1 :=
(

G1 ∙ ∙ ∙ G 1 H 1 G 1+1 ∙ ∙ ∙ G 2 H 2 G 2+1 ∙ ∙ ∙ G ξ H ξ G ξ+1 ∙ ∙ ∙ G3τ
)
τ×(3τ+ξ)

.

Then it can be viewed as an S-module map π1 : S3τ+ξ → (AS)τ whose image is (M1)S = M̃S . Restricting the
codomain, we get the surjective map π1 : S3τ+ξ → (M1)S .

Next, denote by

ϕ0

[
G j1 : G j2 ;Rk1 : Rk2

]

the submatrix of ϕ0 taking rows from G j1 to G j2 and columns from Rk1 to Rk2 . Now, for each ν ∈ {1, . . . ,ξ},
look at submatrices

(
ϕ0

)−
ν :=ϕ0

[
G ıν+2 : G ν+1;Rıν+2 : R ν+1

]
and

(
ϕ0

)+
ν+1 :=ϕ0

[
G ν : G ıν+1−1;R ν+1 : Rıν+1

]

of ϕ0, which are highlighted in Figure 3.6 respectively as a red box and a blue box. Check that the en-
tries are the same but only expressions have changed from the original definition 3.6.14 of ϕ0, using the
inequalities wıν+1, . . . , w ν ≤ 0 and w ν+1, . . . , wıν+1 ≥ 0.

Rıν Rıν+1 Rıν+2 R ν R ν+1 R ν+2 Rıν+1

G ıν−1 −Λ+
ıνχ

wıν+1
ıν

G ıν χıν−1 −χıν+1

G ıν+1 χıν −χıν+2

G ıν+2 Λ−
ıν+1χ

−wıν+1+1
ıν+1 −χıν+3 ∙ ∙ ∙ 0 0

0 Λ−
ıν+2χ

−wıν+2+1
ıν+2

. . .
...

...

...
...

. . . −χν 0

G ν 0 0 ∙ ∙ ∙ Λ−
ν−1χ

−w ν−1+1
ν−1 −Λ+

ν+1χ
w ν+1+1
ν+1 0 ∙ ∙ ∙ 0 0

G ν+1 0 0 ∙ ∙ ∙ 0 Λ−
ν
χ
−w ν+1
ν −Λ+

ν+2χ
w ν+2+1
ν+2 ∙ ∙ ∙ 0 0

0 χν+1
. . .

...
...

...
...

. . . −Λ+
ıν+1−1χ

wıν+1−1+1
ıν+1−1 0

G ıν+1−1 0 0 ∙ ∙ ∙ χıν+1−2 −Λ+
ıν+1

χ
wıν+1+1
ıν+1

(
ϕ0

)+
ν

(
ϕ0

)−
ν

(
ϕ0

)+
ν+1

∙ ∙ ∙ ∙ ∙ ∙

...

...

Figure 3.6: Submatrix ϕ0
[
G ıν−1 : G ıν+1−1;Rıν : Rıν+1

]
of ϕ0
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Note that the diagonal entries of
(
ϕ0

)−
ν and

(
ϕ0

)+
ν+1 can be read off respectively as

diag
(
ϕ0

)−
ν =

(
Λ−

ıν+1χ
−wıν+1−δıν+1+1
ıν+1 , . . . ,Λ−

ν
χ
−w ν−δν+1
ν

)
∈ S ν−ıν and

diag
(
ϕ0

)+
ν+1 =

(
−Λ+

ν+1χ
w ν+1+δν+1

ν+1 , . . . ,−Λ+
ıν+1

χ
wıν+1+δıν+1+1
ıν+1

)
∈ Sıν+1− ν

(3.6.18)

by the identities δıν+1 = ∙∙ ∙ = δν = 0 and δν+1 = ∙∙ ∙ = δıν+1 = 1, where diag B denotes the tuple consisting
of the main diagonal entries of B for any matrix B .

Now we modify the matrix ϕ0 ∈ S3τ×3τ to a new matrix ϕ1 ∈ S(3τ+ξ)×(3τ+2ξ) by performing the following
procedure for each ν ∈ {1, . . . ,ξ}:

• Multiply the columns Rıν+1, . . . , R ν by −1,

• Insert a new row H ν consisting of zeros between the rows G ν and G ν+1, and then

• Replace column R ν+1 with the new three columns T ν , T ν+1 and T ν+2

as described in Figure 3.7. We keep the same names for the original rows and columns, although their size
and entries may have changed. But submatrices

(
ϕ0

)−
ν and

(
ϕ0

)+
ν+1 of ϕ0 are readjusted to submatrices

(
ϕ1

)−
ν :=ϕ1

[
G ıν+2 : H ν ;Rıν+2 : T ν

]
and

(
ϕ1

)+
ν+1 :=ϕ1

[
H ν : G ıν+1−1;T ν+2 : Rıν+1

]

of ϕ1, respectively. Check that the replaced column R ν+1 is an S-linear combination of the new columns,
namely

−Λ+
ν+1χ

w ν+1

ν+1 T ν +Λ−
ν
χ
−w ν
ν T ν+2,

meaning that the presence of the replaced column does not affect the image of ϕ1. We also shifted indices
in the upper diagonal entries of

(
ϕ1

)−
ν by 3, which does not actually change the entries, to make them

consecutive with those in the lower diagonal of
(
ϕ1

)+
ν+1.

The construction of ϕ1 is based on the relations

−χν−2G ν +Λ−
ν
χ
−w ν
ν H ν = 0, χν−1H ν = 0 and Λ+

ν+1χ
w ν+1

ν+1 H ν −χνG ν+1 = 0

on G ν , H ν and G ν+1 for ν ∈ {1, . . . ,ξ}, already observed in equation 3.6.5. This enables the matrix equa-
tion π1ϕ1 = 0 to hold.

Comparing the exponents of the diagonal entries of
(
ϕ1

)−
ν and

(
ϕ1

)+
ν+1 with those of

(
ϕ0

)−
ν and

(
ϕ0

)+
ν+1,

only the last one of
(
ϕ1

)−
ν and the first one of

(
ϕ1

)+
ν+1 have been changed. Now we can rewrite 3.6.18 for

those as

diag
(
ϕ1

)−
ν =

(
−Λ−

ıν+1χ
−wıν+1−δıν+1−δıν+2+1
ıν+1 , . . . ,−Λ−

ν
χ
−w ν−δν−δν+1+1
ν

)
∈ S ν−ıν and

diag
(
ϕ1

)+
ν+1 =

(
−Λ+

ν+1χ
w ν+1+δν+δν+1−1
ν+1 , . . . ,−Λ+

ıν+1
χ

wıν+1+δıν+1−1+δıν+1−1
ıν+1

)
∈ Sıν+1− ν

using δıν+1 = ∙∙ ∙ = δν = 0 and δν+1 = ∙∙ ∙ = δıν+1 = 1 again. Taking one step further, by the conversion
formula

w ′
j = w j +δ j−1 +δ j +δ j+1 −1

(
j ∈Z3τ

)
.
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in Definition 4.1.1, these can also be written as

diag
(
ϕ1

)−
ν =

(
−Λ−

ıν+1χ
−wıν+1−δıν−δıν+1−δıν+2+2
ıν+1 ,−Λ−

ıν+2χ
−wıν+2−δıν+1−δıν+2−δıν+3+1
ıν+2 , . . . ,−Λ−

ν
χ
−w ν−δν−1−δν−δν+1+1
ν

)

=
(
−Λ−

ıν+1χ
−w ′

ıν+1+1

ıν+1 ,−Λ−
ıν+2χ

−w ′
ıν+2

ıν+2 , . . . ,−Λ−
ν
χ
−w ′

ν
ν

)
∈ S ν−ıν and

diag
(
ϕ1

)+
ν+1 =

(
−Λ+

ν+1χ
w ν+1+δν+δν+1+δν+2−2
ν+1 , . . . ,−Λ+

ıν+1−1χ
wıν+1−1+δıν+1−2+δıν+1−1+δıν+1−2
ıν+1−1 ,−Λ+

ıν+1
χ

wıν+1+δıν+1−1+δıν+1+δıν+1+1−1
ıν+1

)

=

(

−Λ+
ν+1χ

w ′
ν+1−1

ν+1 , . . . ,−Λ+
ıν+1−1χ

w ′
ıν+1−1−1

ıν+1−1 ,−Λ+
ıν+1

χ
w ′

ıν+1
ıν+1

)

∈ Sıν− ν−1 .

(3.6.19)

We also enlarge the matrix ϕ0# ∈ S3τ×3τ to a new matrix ϕ1# ∈ S(3τ+ξ)×3τ by inserting a new row H ν#

consisting of zeros between the rows G( ν+1)# and G( ν+2)# of ϕ0# for each ν ∈ {1, . . . ,ξ}. We use the same
name Rk# for the k-th column. Then it is easy to see that π1ϕ1# = 0. Moreover, we have the inclusion
imϕ1# ⊆ imϕ1. Indeed, the equations

R(ıν+1)# = χıν−1χıνeG ıν+1 = χıνRıν+2 +Λ−
ıν+1χ

−wıν+1

ıν+1 R(ıν+2)#
...

...

R( ν−1)# = χν−3χν−2eG ν−1 = χν−2R ν +Λ−
ν−1χ

−w ν−1

ν−1 R ν#

R ν# = χν−2χν−1eG ν = χν−1T ν +Λ−
ν
χ
−w ν
ν T ν+1(3.6.20)

R( ν+1)# = χν−1χνeG ν+1 =Λ+
ν+1χ

w ν+1

ν+1 T ν+1 +χν−1T ν+2

R( ν+2)# = χνχν+1eG ν+2 =Λ+
ν+2χ

w ν+2

ν+2 R( ν+1)# +χνR ν+2

...
...

Rıν+1# = χıν+1−2χıν+1−1eG ıν+1 =Λ+
ıν+1

χ
wıν+1
ıν+1

R(ıν+1−1)# +χıν+1−2Rıν+1

show that the columns R(ıν+1)# through Rıν+1# of ϕ1# are spanned by the columns of ϕ1. This holds for all
ν ∈ {1, . . . ,ξ}. Thus, we have imϕ1# ⊆ imϕ1.

Now we have the matrix equation π1
(
ϕ1

∣
∣ϕ1#

)
= 0. We also checked in the below of equation 3.6.5 in

Subsection 3.6.2 that any element s ∈ S satisfying sH ν ∈ (M0)S is S-generated by three elements

−Λ−
ν
χ
−w ν
ν , χν−1 and −Λ+

ν+1χ
w ν+1

ν+1

in S, which are the nonzero entries in the newly added row of ϕ1. Thus, we can apply Lemma 3.6.7 for
each ν ∈ {1, . . . ,ξ} to get a part of free resolution of (M1)S = M̃S as follows:

S6τ+2ξ S3τ+ξ (M1)S 0.
(ϕ1|ϕ1# ) π1

Using imϕ1# ⊆ imϕ1, we can drop ϕ1# and have the following simplified one:

S3τ+2ξ S3τ+ξ (M1)S 0.
ϕ1 π1
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Step 4: Continue to establish a free resolution of MS .

Recall that we have 2ξ different numbers ı1, 1,. . . ,ıξ, ξ ∈Z3τ in cyclic order such that

δξ+1 = ∙∙ ∙ = δı1 = 1, δı1+1 = ∙∙ ∙ = δ1 = 0, δ1+1 = ∙∙ ∙ = δı2 = 1, . . . , δıξ+1 = ∙∙ ∙ = δξ = 0.

For each ν ∈ {1, . . . ,ξ}, we know that wıν ≥ 1 and all wıν+1, . . . , w ν must be non-positive while at least one
must be negative, by the definition of the sign word δ j . There is κν ∈

{
0, . . . , ν− ıν−1

}
for each ν such that

wıν ≥ 1, wıν+1 = ∙∙ ∙ = wıν+κν
= 0 and wıν+κν+1 ≤−1.

Then we have a Macaulayfying element

Fıν :=Λ+
ıν

(
1X

wıν+1
ıν−1

)
+

κν∑

a=0

(
a∏

b=1

Λ−
ıν+b

)
(1X 1

ıν+a

)
+

(
κν+1∏

b=1

Λ−
ıν+b

)
(−wıν+κν+1+1X 1

ıν+κν+1

)

of M1 = M̃ in Aτ for each ν, by the observation in Subsection 3.6.2.

We know by Proposition 3.3.2.(2) that M = (M1)† ∼= ‹M1,Fı1 , . . . , Fıξ›
†
A . Let M2 := ‹M1,Fı1 , . . . , Fıξ›A

⊆
Aτ, for a while. Later we will find out that M2 is actually maximal Cohen-Macaulay and hence M2 = M .
Therefore, the goal is to construct a free resolution of (M2)S .

We further enlarge the matrix π1 ∈ Aτ×(3τ+ξ) constructed in Step 3 to a new matrix π2 ∈ Aτ×(3τ+2ξ) by
inserting column Fıν ∈ Aτ between the columns G ′′

ıν−1 and Gıν of π1 for each ν ∈ {1, . . . ,ξ}. Here G ′′
ıν−1 is

Hıν−1 if δıν−1 = 0, or equivalently ν−1 +1 = ıν, and is Gıν−1 otherwise, as in equation 3.6.9. As a result, we
get

π2 :=
(

G1 ∙ ∙ ∙ Gı1−1 Fı1 Gı1 ∙ ∙ ∙ G 1 H 1 G 1+1 ∙ ∙ ∙ Gıξ−1 Fıξ Gıξ ∙ ∙ ∙ G ξ H ξ G ξ+1 ∙ ∙ ∙ G3τ
)
τ×(3τ+2ξ)

.

Then it can be viewed as an S-module map π2 : S3τ+2ξ → (AS)τ whose image is (M2)S . Restricting the
codomain, we get the surjective map π2 : S3τ+2ξ → (M2)S .
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T ν−1+2 R ν−1+2 ∙ ∙ ∙ Rıν−1 Rıν Rıν+1 Rıν+2 Rıν+3 ∙ ∙ ∙ R ν T ν T ν+1 T ν+2

H ν−1 −Λ+
ν−1+1χ

w ′
ν−1+1−1

ν−1+1 0 ∙ ∙ ∙ 0 0

G ν−1+1 χν−1 −Λ+
ν−1+2χ

w ′
ν−1+2−1

ν−1+2 ∙ ∙ ∙ 0 0

0 χν−1+1
. . .

...
...

...
...

. . .−Λ+
ıν−1χ

w ′
ıν−1−1

ıν−1 0

G ıν−1 0 0 ∙ ∙ ∙ χıν−2 −Λ+
ıνχ

w ′
ıν

ıν

G ıν χıν−1 χıν+1

G ıν+1 −χıν χıν+2

G ıν+2 −Λ−
ıν+1χ

−w ′
ıν+1+1

ıν+1 χıν ∙ ∙ ∙ 0 0

0 −Λ−
ıν+2χ

−w ′
ıν+2

ıν+2
. . .

...
...

...
...

. . . χν−3 0

G ν 0 0 ∙ ∙ ∙−Λ−
ν−1χ

−w ′
ν−1

ν−1 χν−2

H ν 0 0 ∙ ∙ ∙ 0 −Λ−
ν
χ
−w ′

ν
ν χν−1 −Λ+

ν+1χ
w ′

ν+1

ν+1

(
ϕ1

)+
ν

(
ϕ1

)−
ν

(
ϕ1

)+
ν+1

...

...

Figure 3.8: Submatrix ϕ1
[

H ν−1 : H ν ;T ν−1+2 : T ν+2
]

of ϕ1

Next, for each ν ∈ {1, . . . ,ξ}, look at the submatrix ϕ1
[

H ν−1 : H ν ;T ν−1+2 : T ν

]
of ϕ1 containing

(
ϕ1

)+
ν

and
(
ϕ1

)−
ν as shown in Figure 3.8, whose diagonal entries have been calculated in 3.6.19.

We modify the matrix ϕ1 ∈ S(3τ+ξ)×(3τ+2ξ) to a new matrix ϕ2 := ϕ2 (w,λ,1) ∈ S(3τ+2ξ)×(3τ+5ξ) in the
following way. For each ν ∈ {1, . . . ,ξ},

• Insert a new row F ıν consisting of zeros above the row G ıν , and then

• Insert the new three columns Qıν−1, Qıν and Qıν+1 to the left of the column Rıν (or T ν−1+2 in the case
ν−1 +1 = ıν)

as described in Figure 3.9, where the entries of the new columns that do not appear in the figure are all
zeros. In the figure, the rows indicate

(
G ıν−1)′′ :=

{
H ν−1 if ν−1 +1 = ıν

G ıν−1 otherwise
,

(
G ıν

)′
:=G ıν , . . . ,

(
G ν

)′
:=G ν and

(
G ν+1)′ := H ν
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depending on the case, imitating the definition of G ′′
ıν−1 and G ′

ıν+a given in 3.6.9, and the columns indicate

R ′′
ıν :=

{
T ν−1+2 if ν−1 +1 = ıν

Rıν otherwise
, R ′

ıν+1 := Rıν+1, . . . , R ′
ν

:= R ν and R ′
ν+1 := T ν ,

similarly. Note that we always have (G ıν)′ =G ıν ,
(
G ıν+1

)′
=G ıν+1 and R ′

ıν+1 = Rıν+1. The symbols ζc
ıν,a,b are

as defined in 3.6.11.

The construction of ϕ2 is based on the formulas 3.6.10, which makes the matrix equation π2ϕ2 = 0
hold. It is obvious that any element s ∈ S satisfying sFıν ∈ (M1)S = M̃S is in the ideal of S generated by
three elements x, y and z in S, namely the maximal ideal of S. Since these elements coincide with the
nonzero entries χıν , χıν+1 and χıν+2 in the newly added row of ϕ2, we can apply Lemma 3.6.7 for each
ν ∈ {1, . . . ,ξ} to get a part of free resolution of (M2)S :

S3τ+5ξ S3τ+2ξ (M2)S 0.
ϕ2 π2 (3.6.21)

Then some appropriate coordinate changes on the codomain, i.e. elementary row operations, enable
us to remove the terms −ζc

ıν,−1,b in ϕ2. The detailed recipe for each ν ∈ {1, . . . ,ξ} is given as follows:

• Set
(
G ν+1

)∗
:=

(
G ν+1

)′
, (G ν)∗ := (G ν)′, . . . ,

(
G ıν+κν+3

)∗
:=

(
G ıν+κν+3

)′
,

• Add −ζb−1
ıν,b−1,b+2 times the row

(
G ıν+b

)′
to the row

(
G ıν+b+3

)′
and rename the changed row

(
G ıν+b+3

)∗
for

each b ∈ {κν−1,κν−2, . . . ,1,0} in order, and then

• Set
(
G ıν+2

)∗
:=

(
G ıν+2

)′
,
(
G ıν+1

)∗
:=G ıν+1 and (G ıν)∗ :=G ıν .

We perform those for all ν and denote the resulting matrix by ϕ3 := ϕ3 (w,λ,1) ∈ S(3τ+2ξ)×(3τ+5ξ). We
keep the original names for columns, although they may also have changed. For each ν, the procedure

eliminates the all terms −ζc
ıν,−1,b+2

(
in the row

(
G ıν+b+3

)′)
in ϕ2 in the order from bottom to top, using

the identities ζc
ıν,−1,b−1ζ

b−1
ıν,b−1,b+2 = ζc

ıν,−1,b+2 observed in equation 3.6.12. At the same time, it yields some
‘unwanted terms’. They are described in Figure 3.10 in pink color, where we calculated as, for example,

(
−ζb−1

ıν,b−1,b+2

)(

−Λ−
ıν+b−1χ

−w ′
ıν+b−1

ıν+b−1

)

= ζb−1
ıν,b−1,b+2ζ

b−1
ıν,b−2,b−1χıν+b−1 = ζb−1

ıν,b−2,b+2χıν+b+2,

for b ∈ {3, . . . ,κν−1} using the definition of ζb−1
ıν,b−2,b−1 in 3.6.11 and the identity 3.6.12 again.

We should carry out the coordinate changes on the domain, i.e. elementary column operations on
π2 ∈ Aτ×(3τ+2ξ) corresponding to the row operations taken to ϕ2, to maintain the exactness of the se-
quence that has been obtained. We proceed for each ν ∈ {1, . . . ,ξ} as follows:

• Set G∗
ν+1 :=G ′

ν+1, G∗
ν

:=G ′
ν

, . . . , G∗
ıν+κν

:=G ′
ıν+κν

, and then

• Add ζb−1
ıν,b−1,b+2 times the column G∗

ıν+b+3 to the column G ′
ıν+b and rename the changed column G∗

ıν+b for
each b ∈ {κν−1,κν−2, . . . ,1,0} in order.
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Denoting the transformed matrix by π3 :=π3 (w,λ,1) ∈ Aτ×(3τ+2ξ), we can express it as

π3 :=
(

G1 ∙ ∙ ∙ Gı1−1 Fı1 G∗
ı1

∙ ∙ ∙ G∗
1

H 1 G 1+1 ∙ ∙ ∙ Gıξ−1 Fıξ G∗
ıξ ∙ ∙ ∙ G∗

ξ
H ξ G ξ+1 ∙ ∙ ∙ G3τ

)

τ×(3τ+2ξ)

where the explicit form of columns are given by

G∗
ıν+b =






Gıν+b +
κν+2∑

c=b+3

ζb−1
ıν,b−1,c−1G ′

ıν+c if 0 ≤ b ≤ κν−1,

G ′
ıν+b =






Gıν+b if κν ≤ b ≤ ν− ıν,

H ν if b = ν− ıν+1.

Then we may check imϕ3 = kerπ3 from the fact that imϕ2 = kerπ2 and the above constructions of ϕ3

and π3. Moreover, the construction of π3 yields imπ3 = imπ2. Thus, setting M3 := M2, we get the following
modified exact sequence of S-modules from 3.6.21:

S3τ+5ξ S3τ+2ξ (M3)S 0.
ϕ3 π3 (3.6.22)

To get rid of the ‘unwanted terms’ in the matrix ϕ3, we execute coordinate changes on its domain, i.e.
elementary column operations on it. First, to remove the bottom-right entry, consider the column

ζ
κν−2
ıν,κν−2,κν+1χıν+κν

e(G ıν+κν+2)′ =

(
κν+1∏

d=κν−1

Λ−
ı+d

)

χ
−w ′

ıν+κν+1−1

ıν+κν+1 χıν+κν
e(G ıν+κν+2)′ .

When ıν +κν + 1 = ν, it is just an S-multiple of the column T ν+1 = χν−1eH ν in ϕ3. Otherwise, when
ıν+κν+2 ≤ ν, it is an S-multiple of the column χıν+κν

χıν+κν+1eG ıν+κν+2 , which is an S-linear combination
of columns R ′

ıν+κν+3, . . . , R ′
ν+1 and T ν+1 in ϕ3, by the same argument used in equations 3.6.20. In any

cases, therefore, the mentioned column is an S-linear combination of columns in ϕ3.

Using this fact, we provide the explicit manual to remove all ‘unwanted terms’ in ϕ3 as follows: For
each ν ∈ {1, . . . ,ξ},

• Add the column ζ
κν−2
ıν,κν−2,κν+1χıν+κν

e(G ıν+κν+2)′ to the column R ′
ıν+κν

using elementary column operations,

• Add ζb−2
ıν,b−2,b+1 times the column R ′

ıν+b+3 to the column R ′
ıν+b for each b ∈ {κν−1,κν−2, . . . ,2,1}, and then

• Add Λ−
ıν+1χ

−w ′
ıν+1

ıν+1 times the column R ′
ıν+3 to the column R ′′

ıν .

We denote the transformed matrix by ϕ4 :=ϕ4 (w,λ,1) ∈ S(3τ+2ξ)×(3τ+5ξ) and keep the original names for
its rows and columns.

One can check indeed that the process eliminates the entries of ϕ3 which are colored in pink in Figure
3.10. The bottom-right entry disappears in the first stage. The entries other than this and the top-left
entry are removed in the second stage in order from right to left, using identities such as

ζb−2
ıν,b−2,b+1

(

−Λ−
ıν+b+2χ

−w ′
ıν+b+2

ıν+b+2

)

= ζb−2
ıν,b−2,b+1ζ

b+2
ıν,b+1,b+2χıν+b+2 = ζb−1

ıν,b−2,b+2χıν+b+2
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for b ∈ {1, . . . ,κν−1}, which follow from the definition of ζb+2
ıν,b+1,b+2 in 3.6.11 and the identity 3.6.12. Then

in the final stage the top-left one goes away, but a new term Λ−
ıν+1χ

−w ′
ıν+1

ıν+1 χıν is created instead in the place
marked with (∗).

As coordinate changes on the domain of ϕ3 do not affect the exactness of sequence 3.6.22, just setting
π4 :=π3 ∈ Aτ×(3τ+2ξ) and M4 := M3, we get the following exact sequence:

S3τ+5ξ S3τ+2ξ (M4)S 0.
ϕ4 π4

Here we may abandon three columns R ′′
ıν , Rıν+1 and R ′

ıν+2 in ϕ4 because they can be expressed as
S-linear combinations of other columns, not contributing to imϕ4. To be specific, we have

R ′′
ıν =χıνQıν+1 −χıν−1Qıν−1,

Rıν+1 =−χıν+1Qıν−1 +χıνQıν ,

R ′
ıν+2 =−χıν+2Qıν +χıν+1Qıν+1 +Λ+

ıνχ
w ′

ıν−1
ıν χıν+1e(G ıν−1)′′ .

Note that the column Λ+
ıνχ

w ′
ıν−1

ıν χıν+1e(G ıν−1)′′ is just an S-multiple of the column T ν−1+1 = χν−1−1eH ν−1

in ϕ4 if ν−1 + 1 = ıν, and an S-multiple of the column χıν−3χıν−2eG ıν−1 otherwise, which is an S-linear
combination of columns T ν−1+1, T ν−1+2, R ν−1+2, . . . , Rıν−1 in ϕ4 by the same argument used in equations
3.6.20.

Then we further delete rows (G ıν)∗,
(
G ıν+1

)∗
and columns Qıν−1, Qıν in ϕ4. Denote the surviving

matrix as ϕ5 := ϕ5 (w,λ,1) ∈ S3τ×3τ after removing two rows and five columns in ϕ4 ∈ S(3τ+2ξ)×(3τ+5ξ) for
each ν ∈ {1, . . . ,ξ}. Then, finally, we find that ϕ5 is in fact exactly equal to ϕ, comparing the submatrix
ϕ5

[
H ν−1 : H ν ;T ν−1+2 : T ν+2

]
of ϕ5 described in Figure 3.11 with the corresponding part of ϕ. We name

the rows and columns of ϕ the same as the corresponding rows and columns of ϕ5, and define submatri-
ces ϕ+

ν and ϕ−
ν of ϕ as boxed in the figure.

To get an exact sequence containing ϕ = ϕ5, we also have to erase columns G∗
ıν and G∗

ıν+1 in π4 ∈

Aτ×(3τ+2ξ), corresponding to the removed rows in ϕ4. As a result, we get the reduced matrix π5 :=π5 (w,λ,1) ∈
Aτ×3τ given by

π5 :=
(

G1 ∙ ∙ ∙ Gı1−1 Fı1 G∗
ı1+2 ∙ ∙ ∙ G∗

1
H 1 G 1+1 ∙ ∙ ∙ Gıξ−1 Fıξ G∗

ıξ+2 ∙ ∙ ∙ G∗
ξ

H ξ G ξ+1 ∙ ∙ ∙ G3τ

)

τ×3τ

Consequently, setting M5 := M4, we get the following (part of) free resolution of (M5)S by Lemma 3.6.8:

S3τ S3τ (M5)S 0.
ϕ=ϕ5 π5

To finish the proof, we recall in Proposition 3.6.5.(1) that detϕ is a unit in S when (w,λ,1) is nondegen-
erate. This implies that the map ϕ : S3τ → S3τ is injective. Indeed, if ϕu = 0 for some u ∈ S3τ, we multiply
adjϕ to both sides, then we have adjϕ ∙ϕu =

(
detϕ

)
u = 0 by equation 3.6.3, yielding u = 0 when detϕ is

a unit. Therefore, by Theorem 3.1.13, we know that M5 is isomorphic to cokerϕ as an A-module and it is
actually a maximal Cohen-Macaulay A-module. But we also have M5 = M4 = M3 = M2 and M = (M2)† by
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construction. Taking these together, we conclude that M = M5 and thus establish the free resolution of
MS with π :=π (w,λ,1) :=π5 ∈ Aτ×3τ:

0 S3τ S3τ MS 0.
ϕ π

3.6.4 Higher multiplicity cases

Theorem 3.6.9. For a band datum
(
w,λ,μ

)
, let w ′ be the corresponding loop word. Define the correspond-

ing matrix as

ϕ
(
w ′,λ,μ

)
:= ϕ

(
w ′,λ,1

)
⊗ Iμ− xl ′1−1P T

3τ⊗
(

Jμ (λ)−λIμ
)
− x−l ′1 P3τ⊗

(
Jμ (λ)−1 −λ−1Iμ

)

=



















zIμ −ym′
1−1 Iμ 0 0 ∙ ∙ ∙ 0 −x−l ′1 Jμ(λ)−1

−y−m′
1 Iμ xIμ −zn′1−1 Iμ 0 ∙ ∙ ∙ 0 0

0 −z−n′1 Iμ y Iμ −xl ′2−1 Iμ ∙ ∙ ∙ 0 0

0 0 −x−l ′2 Iμ zIμ
. . .

...
...

...
...

...
. . .

. . . −ym′
τ−1 Iμ 0

0 0 0 ∙ ∙ ∙ −y−m′
τ Iμ xIμ −zn′τ−1 Iμ

−xl ′1−1 Jμ(λ) 0 0 ∙ ∙ ∙ 0 −z−n′τ Iμ y Iμ



















3τμ×3τμ

where P3τ :=

(0 ∙∙∙ 0 0 1
0 ∙∙∙ 0 0 0
0 ∙∙∙ 0 0 0

∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙

0 ∙∙∙ 0 0 0

)

3τ×3τ

, Nμ :=




0 1 0 ∙∙∙ 0
0 0 1 ∙∙∙ 0
0 0 0 ∙∙∙ ∙∙∙

∙∙∙ ∙∙∙ ∙∙∙ ∙∙∙ 1
0 0 0 ∙∙∙ 0





μ×μ

and Jμ (λ) := λIμ+Nμ is the Jordan block of eigenvalue

λ and size μ×μ. Then ϕ
(
w ′,λ,μ

)
is a matrix factor of x y z and satisfies

M
(
w,λ,μ

)∼= cokerϕ
(
w ′,λ,μ

)
.

Definition 3.6.10. Let R be a k-algebra. For a one-parameter family

ϕ (λ) =
∞∑

i=−N
ϕiλ

i ∈ Rm×n((λ))

of R-valued matrices and a k-valued matrix Λ ∈kμ×μ, we define a new matrix ϕ (Λ) by

ϕ (Λ) :=
∞∑

i=−N
ϕi ⊗Λi ∈ Rmμ×nμ.

Remark 3.6.11. (1) πχ

(
w,λ,μ

)
=πχ

(
w, Jμ (λ)

)
where χ ∈

{
x, y, z

}
.

(2) ϕ
(
w ′,λ,μ

)
=ϕ

(
w ′, Jμ (λ)

)
.
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Lemma 3.6.12. Let ϕ (λ) ∈ Rm×n((λ)), ψ (λ) ∈ Rl×n((λ)) be R((λ))-valued matrices satisfying

(i) ψ (λ)ϕ (λ) = 0 as R((λ))-valued matrices,

(ii) ϕ (λ) = kerψ (λ) for all eigenvalues λ of Λ.

Then we have ϕ (Λ) = kerψ (Λ).

Proof of Theorem 3.6.9. Let

π̃
(
w,λ,μ

)
:=

(
x2 y2Iτμ y2z2Iτμ z2x2Iτμ πx

(
w, Jμ (λ)

)
πy

(
w, Jμ (λ)

)
πz

(
w, Jμ (λ)

) )
τμ×6τμ

be an A-valued matrix. Then we have

M̃ (w,λ) = π̃ (w,λ,1) ⊂ Aτ.

Recall that we found all of its Macaulayfying elements Fı1 , . . . , Fıξ in Aτ. Here, a Macaulayfying element
of M̃ (w,λ) in Aτ is an element F ∈ Aτ \ M̃ (w,λ) satisfying

χF ∈ M̃ (w,λ) for any χ ∈
{

x, y, z
}

.

It turned out that such elements appear in the form of Laurent series F (λ) ∈ Aτ((λ)) in λ and satisfy

χF (λ) = π̃ (w,λ) aχ (λ) for any χ ∈
{

x, y, z
}

.

for some aχ (λ) ∈ A6τμ((λ)). See equation (9.10) in [CJKR].

Using those elements, we got the Macaulayfication of M̃ (w,λ) as

M (w,λ) := M̃ (w,λ)† = ‹M̃ (w,λ) ,Fı1 (λ) , . . . , Fıξ (λ)›

=π (w,λ) ⊂ Aτ

for some matrix π (w,λ) ∈ Aτ×3τ and also constructed its free resolution

0 S3τ S3τ MS (w,λ) 0
ϕ(w ′,λ) π(w,λ)

as an S-module.

Now we consider
M̃

(
w,λ,μ

)
= π̃

(
w,λ,μ

)
⊂ Aτμ.

and its Macaulayfication. For each Macaulayfying element F (λ) =
∑∞

ı=−N Fiλ
i ∈ Aτ of M̃ (w,λ,1) in Aτ, we

associate a matrix F
(

Jμ (λ)
)

:=
∑∞

i=−N Fi ⊗ Jμ (λ)i ∈ Aτμ×μ. Then it satisfies

χF
(

Jμ (λ)
)
= π̃

(
w,λ,μ

)
aχ

(
Jμ (λ)

)
for any χ ∈

{
x, y, z

}
,

so that each column of F
(

Jμ (λ)
)

is a Macaulayfying element of M̃
(
w,λ,μ

)
in Aτμ. From this we get

M
(
w,λ,μ

)
:= M̃

(
w,λ,μ

)†
= ‹M̃

(
w,λ,μ

)
,Fı1

(
Jμ (λ)

)
, . . . , Fıξ

(
Jμ (λ)

)
›

†

87



and
‹M̃

(
w,λ,μ

)
,Fı1

(
Jμ (λ)

)
, . . . , Fıξ

(
Jμ (λ)

)
› =π

(
w, Jμ (λ)

)
⊂ Aτμ.

On the other hand, applying the lemma on the above resolution, we have a free resolution

0 S3τμ S3τμ π
(
w, Jμ (λ)

)
S 0

ϕ(w ′,Jμ(λ)) π(w,Jμ(λ))
(3.6.23)

of π
(
w, Jμ (λ)

)
as an S-module. Finally, we know that ϕ

(
w ′, Jμ (λ)

)
is a matrix factor of x y z, namely,

ϕ
(
w ′, Jμ (λ)

)
ψ

(
w ′, Jμ (λ)

)
= x y zI3τμ,

which implies that π
(
w, Jμ (λ)

)
is already Cohen-Macaulay and hence equals M

(
w,λ,μ

)
.
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(a) l ≥ 0, m ≥ 0, n ≥ 0 (b) l > 0, m < 0, n ≤ 0

(c) l > 0, m = 0, n < 0

Figure 3.3: Generator diagram in some cases
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(a) δ j = δ j+1 = 1 (b) δ j = 1 and δ j+1 = 0

(c) δ j = δ j+1 = 0 (d) δ j = 0 and δ j+1 = 1

Figure 3.4: A part of generator diagram for M̃ containing G j , H j and G j+1 in each case
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Rıν Rıν+1 Rıν+2 Rıν+3 ∙ ∙ ∙ R ν T ν T ν+1 T ν+2 R ν+2 ∙ ∙ ∙ Rıν+1−1 Rıν+1

G ıν−1 −Λ+
ıνχ

wıν+1
ıν

G ıν χıν−1 χıν+1

G ıν+1 −χıν χıν+2

G ıν+2 −Λ−
ıν+1χ

−wıν+1+1
ıν+1 χıν ∙ ∙ ∙ 0 0

0 −Λ−
ıν+2χ

−wıν+2+1
ıν+2

. . .
...

...

...
...

. . . χν−3 0

G ν 0 0 ∙ ∙ ∙−Λ−
ν−1χ

−w ν−1+1
ν−1 χν−2

H ν 0 0 ∙ ∙ ∙ 0 −Λ−
ν
χ
−w ν
ν χν−1 −Λ+

ν+1χ
w ν+1

ν+1 0 ∙ ∙ ∙ 0 0

G ν+1 χν −Λ+
ν+2χ

w ν+2+1
ν+2 ∙ ∙ ∙ 0 0

0 χν+1
. . .

...
...

...
...

. . .−Λ+
ıν+1−1χ

wıν+1−1+1
ıν+1−1 0

G ıν+1−1 0 0 ∙ ∙ ∙ χıν+1−2 −Λ+
ıν+1

χ
wıν+1+1
ıν+1

(
ϕ1

)+
ν

(
ϕ1

)−
ν

(
ϕ1

)+
ν+1

...

...

Figure 3.7: Submatrix ϕ1
[
G ıν−1 : G ıν+1−1;Rıν : Rıν+1

]
of ϕ1
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Qıν−1 Qıν Qıν+1 R ′′
ıν Rıν+1 R ′

ıν+2 R ′
ıν+κν+1 R ′

ıν+κν+2

(
G ıν−1

)′′
0 0 −Λ+

ıνχ
w ′

ıν−1
ıν −Λ+

ıνχ
w ′

ıν
ıν

F ıν χıν χıν+1 χıν+2 0 0 0 0 0 0 ∙ ∙ ∙ 0 0

G ıν −1 0 0 χıν−1 χıν+1

G ıν+1 0 −1 0 −χıν χıν+2

(
G ıν+2

)′
0 0 −Λ−

ıν+1χ
−w ′

ıν+1

ıν+1 −Λ−
ıν+1χ

−w ′
ıν+1+1

ıν+1 χıν 0 0 ∙ ∙ ∙ 0 0

(
G ıν+3

)′
−ζ−1

ıν,−1,2 −ζ0
ıν,−1,2 −ζ1

ıν,−1,2 0 −Λ−
ıν+2χ

−w ′
ıν+2

ıν+2 χıν+1 0 ∙ ∙ ∙ 0 0

(
G ıν+4

)′
−ζ−1

ıν,−1,3 −ζ0
ıν,−1,3 −ζ1

ıν,−1,3 0 0 −Λ−
ıν+3χ

−w ′
ıν+3

ıν+3 χıν+2 ∙ ∙ ∙ 0 0

−ζ−1
ıν,−1,4 −ζ0

ıν,−1,4 −ζ1
ıν,−1,4 0 0 0 −Λ−

ıν+4χ
−w ′

ıν+4

ıν+4
. . .

...
...

...
...

...
...

. . .
. . .

. . .
. . . χıν+κν−2 0

(
G ıν+κν+1

)′
−ζ−1

ıν,−1,κν
−ζ0

ıν,−1,κν
−ζ1

ıν,−1,κν
0 ∙ ∙ ∙ 0 0 0 −Λ−

ıν+κν
χ
−w ′

ıν+κν
ıν+κν

χıν+κν−1

(
G ıν+κν+2

)′
−ζ−1

ıν,−1,κν+1 −ζ0
ıν,−1,κν+1 −ζ1

ıν,−1,κν+1 0 ∙ ∙ ∙ 0 0 0 0 −Λ−
ıν+κν+1χ

−w ′
ıν+κν+1

ıν+κν+1

(
ϕ1

)+
ν

(
ϕ1

)−
ν

∙ ∙ ∙

...

Figure 3.9: Submatrix ϕ2

[(
G ıν−1

)′′
:
(
G ıν+κν+2

)′
;Qıν−1 : R ′

ıν+κν+2

]
of ϕ2
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Qıν−1 Qıν Qıν+1 R ′′
ıν Rıν+1 R ′

ıν+2 R ′
ıν+κν+1 R ′

ıν+κν+2

(
G ıν−1

)′′
0 0 −Λ+

ıνχ
w ′

ıν−1
ıν −Λ+

ıνχ
w ′

ıν
ıν

F ıν χıν χıν+1 χıν+2

(G ıν)∗ −1 0 0 χıν−1 χıν+1

(
G ıν+1

)∗
0 −1 0 −χıν χıν+2

(
G ıν+2

)∗
0 0 −Λ−

ıν+1χ
−w ′

ıν+1

ıν+1 0(∗) −Λ−
ıν+1χ

−w ′
ıν+1+1

ıν+1 χıν 0 0 ∙ ∙ ∙ 0 0

(
G ıν+3

)∗
0 0 0

−ζ−1
ıν,−1,2

χıν+2

−ζ−1
ıν,−1,2

χıν+1
0 −Λ−

ıν+2χ
−w ′

ıν+2

ıν+2 χıν+1 0 ∙ ∙ ∙ 0 0

(
G ıν+4

)∗
0 0 0

ζ0
ıν,−1,3

χıν+3

−ζ0
ıν,0,3

χıν+2
0 −Λ−

ıν+3χ
−w ′

ıν+3

ıν+3 χıν+2 ∙ ∙ ∙ 0 0

0 0 0
ζ1

ıν,0,4

χıν+4

−ζ1
ıν,1,4

χıν+3
0 −Λ−

ıν+4χ
−w ′

ıν+4

ıν+4
. . .

...
...

...
...

...
...

. . .
. . .

. . .
. . . χıν+κν−2 0

(
G ıν+κν+1

)∗
0 0 0 0 ∙ ∙ ∙

ζ
κν−3
ıν,κν−4,κν

χıν+κν

−ζκν−3
ıν,κν−3,κν

χıν+κν−1
0 −Λ−

ıν+κν
χ
−w ′

ıν+κν
ıν+κν

χıν+κν−1

(
G ıν+κν+2

)∗
0 0 0 0 ∙ ∙ ∙ 0

ζ
κν−2
ıν,κν−3,κν+1

χıν+κν+1

−ζκν−2
ıν,κν−2,κν+1

χıν+κν

0 −Λ−
ıν+κν+1χ

−w ′
ıν+κν+1

ıν+κν+1

(
ϕ1

)+
ν

(
ϕ1

)−
ν

∙ ∙ ∙

...

Figure 3.10: Submatrix ϕ3

[(
G ıν−1

)′′
:
(
G ıν+κν+2

)∗
;Qıν−1 : R ′

ıν+κν+2

]
of ϕ3
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T ν−1+2 R ν−1+2 ∙ ∙ ∙ Rıν−1 Qıν+1 Rıν+3 ∙ ∙ ∙ R ν T ν T ν+1 T ν+2

H ν−1 −Λ+
ν−1+1χ

w ′
ν−1+1−1

ν−1+1 0 ∙ ∙ ∙ 0 0

G ν−1+1 χν−1 −Λ+
ν−1+2χ

w ′
ν−1+2−1

ν−1+2 ∙ ∙ ∙ 0 0

0 χν−1+1
. . .

...
...

...
...

. . . −Λ+
ıν−1χ

w ′
ıν−1−1

ıν−1 0

G ıν−1 0 0 ∙ ∙ ∙ χıν−2 −Λ+
ıνχ

w ′
ıν−1

ıν

F ıν χıν−1

(
G ıν+2

)∗
−Λ−

ıν+1χ
−w ′

ıν+1

ıν+1 χıν ∙ ∙ ∙ 0 0

0 −Λ−
ıν+2χ

−w ′
ıν+2

ıν+2
. . .

...
...

...
...

. . . χν−3 0

(G ν)∗ 0 0 ∙ ∙ ∙ −Λ−
ν−1χ

−w ′
ν−1

ν−1 χν−2

H ν 0 0 ∙ ∙ ∙ 0 −Λ−
ν
χ
−w ′

ν
ν χν−1 −Λ+

ν+1χ
w ′

ν+1−1

ν+1

ϕ+
ν+1

ϕ+
ν

ϕ−
ν

...

...

Figure 3.11: Submatrix ϕ
[

H ν−1 : H ν ;T ν−1+2 : T ν+2
]

of ϕ
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Chapter 4

Mirror Symmetry Correspondence between
Modules and Lagrangians

4.1 Loop/Arc-Type Lagrangians ↔ Band/String-Type Cohen-Macaulay Mod-
ules

We have defined the conversion formula from rank 1 band data (l ,m,n) to normal loop data (l ′,m′,n′)
in Proposition 3.3.6, and showed that it defines a bijection in Theorem ??. In this section, we discuss the
conversion formula for higher rank cases that appeared in Theorem ??.

Definition 4.1.1 (Conversion from band data to loop data). Pick a band datum (w,λ,μ), with

w = (w1, w2, w3, w4, w5, w6, . . . , w3τ−2, w3τ−1, w3τ) ∈Z3τ.

We define the sign word δ= δ(w) ∈ {0,1}3τ, the correction word ε= ε(w) ∈ {−1,0,1,2}3τ of w and the loop
word w ′ ∈Z3τ converted from w below, where we regard the index j of w j , δ j , ε j and w ′

j to be in Z3τ. First,
each entry of the sign word δ= δ(w) is defined as

δ j :=






0 if





w j < 0, or
w j = 0 and at least one of the first non-zero entries adjacent to the

string of 0s containing w j (exists and) is negative,

1 otherwise.

Next, each entry of the correction word ε= ε(w) is defined as

ε j :=−1+δ j−1 +δ j +δ j+1.

Then each entry of the converted loop word w ′ is defined as

w ′
j = w j +ε j

and the conversion from the band datum to the loop datum is given by

(w,λ,μ) 7→ (w ′ = w +ε(w),λ′ = (−1)l1+∙∙∙+lτ+τλ,μ=μ)

where li = w3i−2 for i ∈Zτ.
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Lemma 4.1.2. For a band word w ∈Z3τ and its sign word δ= δ(w) ∈ {0,1}3τ, assume wk = ∙∙ ∙ = wl = 0 for
some k, l ∈Z3τ. Then

1. δk−1 = δl+1 = 1 implies δk = ∙∙ ∙ = δl = 1, and

2. either δk−1 = 0 or δl+1 = 0 implies δk = ∙∙ ∙ = δl = 0.

Proof. It is obvious from the definition of the sign word.

Proposition 4.1.3. The loop word w ′ converted from a band word w is always normal.

Proof. Let w be any band word, ε= ε(w) the correction word of w , and w ′ = w +ε(w) the converted loop
word. We will show that w ′ satisfies all of 4 conditions to be normal in order.

• Condition 1 Assume that w ′
j = 1 for some j ∈ Z3τ. As ε j takes its value in one of −1, 0, 1 and 2, the

possible combination of w j and ε j are
(
w j ,ε j

)
= (2,−1), (1,0), (0,1) and (−1,2). But the first one is

impossible as w j = 2 means δ j = 1 so that ε j ≥ 0. The last one is also ruled out as w j =−1 yields δ j = 0
so that ε j ≤ 1. In the third case, in order for ε j = 1 to be hold, only one of δ j−1, δ j and δ j+1 is 0. But
this cannot hold under w j = 0 according to Lemma 4.1.2.

Thus only the second combination remains. In this case, in order to hold w j = 1 and ε j = 0, we must
have δ j = 1 and δ j−1 = δ j+1 = 0. Then we have w j−1 ≤ 0. If δ j−2 = 0, we have ε j−1 = 0 and hence
w ′

j−1 ≤ 0. Otherwise, if δ j−2 = 1, we have ε j−1 = 1 and w j−1 ≤ −1 by Lemma 4.1.2.(1) which gives

w ′
j−1 ≤ 0. Therefore, w ′

j−1 ≤ 0 holds in any case and similarly we conclude that w ′
j+1 ≤ 0 also holds.

This establishes the first normality condition of w ′.

• Condition 2 Assume that w ′
j = 0 for some j ∈Z3τ. The possible combination of w j and ε j are

(
w j ,ε j

)
= (1,−1), (0,0), (−1,−1) and (−2,−2).

As before, one can easily exclude the first and the last cases.

In the second case, because ε j = 0, only one of δ j−1, δ j and δ j+1 is 1. As w j = 0, it follows from Lemma
4.1.2.(2) that one of δ j−1 and δ j+1 is 1. Hence, we can assume without loss of generality that δ j−1 = 1
and δ j = δ j+1 = 0. Then we must have w j−1 ≥ 1 by Lemma 4.1.2.(2) and ε j−1 ≥ 0 and hence w ′

j−1 ≥ 1.

Also, we have w j+1 ≤ 0 and ε j+1 ≤ 0. If w j+1 ≤ −1, we get w ′
j+1 ≤ −1. Otherwise, if w j+1 = 0, Lemma

4.1.2.(1) gives δ j+2 = 0 so that ε j+1 = −1 and w ′
j+1 ≤ −1 follow. Consequently, we have w ′

j−1 ≥ 1 and

w ′
j+1 ≤−1. If δ j+1 = 1, by symmetry, we get w ′

j−1 ≤−1 and w ′
j+1 ≥ 1, establishing the second normality

condition of w ′.

In the third case, ε j = 1 and δ j = 0 yield δ j−1 = δ j+1 = 1. Then Lemma 4.1.2.(2) gives w j−1, w j+1 ≥ 1.
Since ε j−1, ε j+1 ≥ 0, we have w ′

j−1, w ′
j+1 ≥ 1, establishing again the second normality condition of w ′.

• Condition 3 Assume there are integers k, l ∈Z3τ such that l 6= k+1 and w ′
k = 0, w ′

k+1 = ∙∙ ∙ = w ′
l−1 =−1,

w ′
l = 0. By discussion in the previous case, we have wk = wl = 0 and δk−1 = δl+1 = 1, δk = δl = 0. It

can be easily checked that w ′
k+1 = ∙∙ ∙ = w ′

l−1 = −1 implies δk+1 = ∙∙ ∙ = δl−1 = 0, yielding εk+1 = ∙∙ ∙ =
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εl−1 = −1 and that wk+1 = ∙∙ ∙ = wl−1 = 0. Putting these together would contradict Lemma 4.1.2(1).
Therefore, we conclude that there is no subword of the form (0,−1,−1, . . . ,−1,0) in w ′, establishing the
third normality condition of w ′.

• Condition 4 Assume w ′
j = −1 for all j ∈ Z3τ. It can be easily checked that δ j = 0 for all j , yielding

ε j = −1 and w j = 0. But then by definition we have δ j = 1 for any such j , which is a contradiction.
Therefore, w ′ does not consist only of −1, establishing the last normality condition of w ′.

Next we define the inverse of the above conversion formula.

Definition 4.1.4 (Conversion from normal loop data to band data). Pick a normal loop datum (w ′,λ′,μ),
with

w ′ = (w ′
1, w ′

2, w ′
3, w ′

4, w ′
5, w ′

6, . . . , w ′
3τ−2, w ′

3τ−1, w ′
3τ) ∈Z3τ.

We define the sign word δ′ = δ′(w ′) ∈ {0,1}3τ, the correction word ε′ = ε′(w ′) ∈ {−1,0,1,2}3τ of w ′ and the
band word w ∈Z3τ converted from w ′ below, where we regard the index j of w ′

j , s′j , ε′j and w j to be in Z3τ.

First, each entry of the sign word δ′ = δ′(w ′) is defined as

δ′j :=

{
0 if w ′

j ≤ 0

1 if w ′
j > 0.

Next, each entry of the correction word ε′ = ε′(w ′) is defined as

ε′j :=−1+δ′j−1 +δ′j +δ′j+1.

Then each entry of the converted loop word w is defined as

w j = w ′
j −ε′j

and the conversion from the normal loop datum to the band datum is given by

(w ′,λ′,μ) 7→ (w = w ′ −ε′(w ′),λ= (−1)l1+∙∙∙+lτ+τλ′,μ=μ)

where li = w3i−2 for i ∈Zτ.

Example 4.1.5. Consider a band datum (w,λ,μ) whose band word w is given as below.

w = ( 6 , 0 , 2 , −1 , 0 , −3 , 0 , 0 , 5 , 0 , −2 , 1 , −1 , 3 , 4 )

δ(w) = δ′
(
w ′

)
= ( 1 , 1 , 1 , 0 , 0 , 0 , 0 , 0 , 1 , 0 , 0 , 1 , 0 , 1 , 1 )

ε(w) = ε′
(
w ′

)
= ( 2 , 2 , 1 , 0 , −1 , −1 , −1 , 0 , 0 , 0 , 0 , 0 , 1 , 1 , 2 )

w ′ = ( 8 , 2 , 3 , −1 , −1 , −4 , −1 , 0 , 5 , 0 , −2 , 1 , 0 , 4 , 6 )
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We computed the sign word δ(w), the correction word ε(w) of w and the loop word w ′ = w + ε(w)
converted from w. Note that w ′ is presented in the normal form. Then we computed the sign word δ′

(
w ′

)
,

the correction word ε′
(
w ′

)
of w ′.

We underlined the spots of w in blue or red, respectively, according to whether the value of δ on them
is 1 or 0. Likewise, the spots of w ′ are underlined according to the value of δ′. Observe that both w and w ′

have the same underline pattern, implying δ′
(
w ′

)
= δ(w) and hence ε′

(
w ′

)
= ε(w). Therefore, the band

word w ′ −ε′
(
w ′

)
converted from w ′ is the same as the original band word w.

The parameter λ and the holonomy parameter λ′ in this case are related by λ′ = (−1)6−1+0+0−1+5λ=−λ.

Proposition 4.1.6. The conversion from the band datum to the loop datum and the conversion from the
normal loop datum to the band datum are the inverses of each other.

Proof. Let
(
w,λ,μ

)
be a band datum and

(
w ′ = w +ε(w),λ′ = (−1)l1+∙∙∙+lτ+τλ,μ

)

the converted loop datum, where li = w3i−2 for i ∈Zτ. Then let

(
w ′′ = w ′ −ε′

(
w ′) ,λ′′ = (−1)l ′′1 +∙∙∙+l ′′τ+τλ′,μ=μ′

)

be the band datum converted from (w ′,λ′,μ), where l ′′i = w ′′
3i−2 for i ∈ Zτ. In order to show (w ′′,λ′′,μ) =

(w,λ,μ), we notice that it is enough to show w ′′ = w , which is also equivalent to ε(w) = ε′(w ′). By the
construction of w and w ′, therefore, we only need to show that δ(w) = δ′(w ′). Denoting δ = δ(w) and
δ′ = δ′(w ′), we can prove δ j = δ′j for each j ∈Z3τ as follows.

• Case 1 w j ≤−1

In this case, we have δ j = 0 and hence ε j ≤ 1, implying w ′
j ≤ 0 so that δ′j = 0 follows.

• Case 2 w j = 0

If δ j = 0, by Lemma 4.1.2.(1), at least one of δ j−1 and δ j+1 must be 0, implying ε j ≤ 0 so that w ′
j ≤ 0

and hence δ′j = 0. Otherwise, if δ j = 1, by Lemma 4.1.2.(2), both δ j−1 and δ j+1 must be 1, implying

ε j = 2 so that w ′
j = 2 and hence δ′j = 1.

• Case 3 w j ≥ 1

We have δ j = 1 and hence ε j ≥ 0, implying w ′
j ≥ 1 so that δ′j = 1 follows.

Therefore, we proved that if we convert a given band datum to a loop datum and then convert it back
to a band datum, it returns to itself.

Conversely, let (w ′,λ′,μ) be a normal loop datum and

(
w ′′ = w ′ −ε′ (w) ,λ′′ = (−1)l ′′1 +∙∙∙+l ′′τ+τλ′,μ

)
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the converted band datum, where l ′′i = w ′′
3i−2 for i ∈Zτ. Then let

(
w ′′′ = w ′′ −ε′′

(
w ′′) ,λ′′′ = (−1)l ′′1 +∙∙∙+l ′′τ+τλ′′,μ=μ

)

be the loop datum converted from (w ′′,λ′′,μ). In order to show (w ′′′,λ′′′,μ) = (w ′,λ′,μ), we only need to
show w ′′′ = w ′, which again follows from δ′(w ′) = δ′′(w ′′). As above, denoting δ′ = δ′(w ′) and δ′′ = δ′′(w ′′),
we can prove δ′j = δ′′j for each j ∈Z3τ by dividing the case.

• Case 1 w ′
j ≤−2

We have δ′j = 0. As ε′j ≥−1, we also have w ′′
j ≤−1 and hence δ′′j = 0.

• Case 2 w ′
j =−1

We have δ′j = 0. Since w ′ is normal, w ′ does not consist only of −1.

If the first non-(−1) element to the left of w ′
j is less than or equal to −2, namely, if there is an integer

k ∈ Z3τ \
{

j
}

such that w ′
k ≤ −2, w ′

k+1 = ∙∙ ∙ = w ′
j = −1, we have w ′′

k ≤ −1, w ′′
k+1, . . . , w ′′

j ≤ 0, implying

δ′′j = 0 by Lemma 4.1.2.(2).

If the first non-(−1) element to the left of w ′
j is greater than or equal to 1, namely, if there is k ∈Z3τ\

{
j
}

such that w ′
k ≥ 1, w ′

k+1 = ∙∙ ∙ = w ′
j = −1, we have ε′k+1 ≥ 0 and hence w ′′

k+1 ≤ −1, w ′′
k+2, . . . , w ′′

j ≤ 0,

implying δ′′j = 0 by Lemma 4.1.2.(2).

The above discussion also applies to the elements to the right of w ′
j . It remains a case where both the

first non-(−1) element to the left and the right of w ′
j are 0, namely, there are k, l ∈ Z3τ \

{
j
}

such that

k < j < l and w ′
k = 0, w ′

k+1 = ∙∙ ∙ = w ′
l−1 =−1, w ′

l = 0. But this violates the third condition for w ′ to be
normal. Thus we conclude that δ′′j = 0 whenever w ′

j =−1 and w ′ is normal.

• Case 3 w ′
j = 0

We have δ′j = 0. Because w ′ is normal, one of w ′
j−1 ≤ −1, w ′

j+1 ≥ 1 or w ′
j−1 ≥ 1, w ′

j+1 ≤ −1 or w ′
j−1,

w ′
j+1 ≥ 1 must hold. In the first case, we have ε′j = 0, w ′′

j = 0 and δ′′j−1 = 0 bt arguments in the case 1

and 2. Hence, Lemma 4.1.2.(2) gives δ′′j = 0. The second case can also be handled in the same way. In

the third case, we have ε′j = 1, w ′′
j =−1 and hence δ′′j = 0.

• Case 4 w ′
j = 1

We have δ′j = 1. As w ′ is normal, both w ′
j−1 and w ′

j+1 are less than or equal to 0. Therefore, we have

ε′j = 0, w ′′
j = 1 and hence δ′′j = 1.

• Case 5 w ′
j = 2

We have δ′j = 1. If w ′ consists only of 2, then w ′′ consists only of 0, whence δ′′j = 1. Now assume that
this is not the case.

If the first non-2 element to the left of w ′
j is less than or equal to 1, namely, if there is k ∈Z3τ \

{
j
}

such
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that w ′
k ≤ 1, w ′

k+1 = ∙∙ ∙ = w ′
j = 2, we automatically get w ′

k ≤ 0 by the first condition that w ′ is normal.

Thus we have ε′k+1 = 1 and hence w ′′
k+1 = 1, w ′′

k+2, . . . , w ′′
j ≥ 0. And if the first non-2 element to the left of

w ′
j is greater than or equal to 3, namely, if there is k ∈Z3τ\

{
j
}

such that w ′
k ≥ 3, w ′

k+1 = ∙∙ ∙ = w ′
j = 2, we

have w ′′
k ≥ 1, w ′′

k+1, . . . , w ′′
j ≥ 0. Therefore, in any cases, either w ′′

j ≥ 1 or there is k ∈ Z3τ \
{

j
}

such that

w ′′
k ≥ 1, w ′′

k+1, . . . , w ′′
j ≥ 0. This result also applies to the elements to the right of w ′

j and therefore we

conclude that either w ′′
j ≥ 1, or there are k, l ∈Z3τ\

{
j
}

with k < j < l such that w ′′
k ≥ 1, w ′′

k+1, . . . , w ′′
l−1 ≥

0, w ′′
l ≥ 1. In either case, we have δ′′j = 1.

• Case 6 w ′
j ≥ 3

We have δ′j = 1. As ε′j ≤ 2, we also have w ′′
j ≥ 1 and hence δ′′j = 1.

We proved that if we convert a given normal loop datum to a band datum and then convert it back to
a loop datum, it returns to itself.

Remark 4.1.7. We could have chosen different forms in the conversion formula from band words to loop
words. To be more specific, we can take any sign word δ∗ := δ∗(w) ∈ {0,1}3τ in Definition 4.1.1 satisfying the
following:

• δ∗j = 1 if w j > 0,

• δ∗j = 0 if w j < 0,

• if w j = 0 and δ∗j < δ∗j+1, then the first non-zero entry to the left of w j+1 (exists and) is negative and
the first non-zero entry to the right of w j (exists and) is positive,

• if w j = 0 and δ∗j > δ∗j+1, then the first non-zero entry to the left of w j+1 (exists and) is positive and
the first non-zero entry to the right of w j (exists and) is negative.

Then we can prove that loop words obtained from the same band word should be equivalent to each other,
no matter which sign word δ∗(w) is used. In this case, all converted loop words satisfy the following ‘ quasi-
normal’ conditions:

• any subword of the form (a,0,b) in w ′ satisfies a ≤−1, b ≥ 1 or a ≥ 1, b ≤−1 or a,b ≥ 1,

• any subword of the form (a,1,b) in w ′ satisfies a ≥ 2, b ≤ 0 or a ≤ 0, b ≥ 2 or a,b ≤ 0,

• w ′ has no subword of the form (0,−1,−1, . . . ,−1,0), and

• w ′ has no subword of the form (1,2,2, . . . ,2,1).

The conversion formula from ‘quasi-normal’ loop words to band words remains the same as in Definition
4.1.4. If one convert a given band word to a loop word using any sign word and then convert it back to a
band word, it returns to itself. Conversely, if one convert a given ‘quasi-normal’ loop word to a band word
and then convert it back to a loop word using some sign word, it is equivalent to the original one.
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Finally, we can state our main theorem.

Theorem 4.1.8. The following diagram commutes.

ϕ
(
w ′,λ,1

)
∈ MF(x y z)

M (w,λ,1) ∈ CM(A) W F (P )3 L
(
w ′,λ′,1

)

(w,λ,1) band data loop data
(
w ′,λ′,1

)

'

(Eisenbud, 1980)

coker

resolve

' localized mirror functor

conversion formula

classification Thm

(Burban-Drozd)
classify objects

Namely, given a non-degenerate band datum (w,λ,1) and the corresponding loop datum
(
w ′,λ′,1

)
,

(1) M (w,λ,1) corresponds to ϕ
(
w ′,λ,1

)
under Eisenbud’s theorem, i.e.,

M (w,λ,1) ∼= cokerϕ
(
w ′,λ,1

)
in CM(A),

(2) L
(
w ′,λ′,1

)
corresponds to ϕ

(
w ′,λ,1

)
under the localized mirror functor, i.e.,

F L
(
L

(
w ′,λ′,1

)) ∼=ϕ
(
w ′,λ,1

)
in MF(x y z).

Proof. We will prove (1) and (2) in Section 3.6 and 2.4, respectively. See Theorem 3.6.1 and 2.4.1.

Remark 4.1.9. The above theorem is between the band data and the loop data. On the other hand, there
are indecomposable maximal Cohen-Macaulay modules that are not locally free on the punctured spec-
trum, and they correspond to the string data (Burban-Drozd). On the mirror side, these correspond to
non-compact Lagrangians which start and end at punctures (i.e. Lagrangian immersions of R). Most of
the proof in this paper would carry over to these cases without much difficulty, and hence we do not discuss
them.

Remark 4.1.10. In the sequel, we will generalize the above theorem in the following sense.

(1) The above theorem is for the multiplicity 1 (μ = 1). We will prove the corresponding statements for
the higher multiplicity, namely for (w,λ,μ) with μ ≥ 2 as well. The mirror Lagrangian will be given by
twisted complexes (of length μ) of a single Lagrangian L(w ′,λ,1).

(2) The above theorem holds even for periodic words. (Recall that the definition of the band and loop
data excludes periodic ones). They correspond to some direct sums of indecomposable objects corresponding
to non-periodic words in each category.

(3) The theorem holds for degenerate band/loop data. For degenerate cases, the correspondences become
somewhat subtle, and we will explain how to handle them in the sequel.
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Theorem 4.1.11. The following diagram commutes.

ϕ
(
w ′,λ,μ

)
∈ MF

(
x y z

)

M
(
w,λ,μ

)
∈ CM(A) W F (P )3 L

(
w ′,λ′,μ

)

(
w,λ,μ

)
band data loop data

(
w ′,λ′,μ

)

'

(Eisenbud, 1980)

coker

resolve

' localized mirror functor

conversion formula

classification Thm

(Burban-Drozd)
classify objects

Namely, given a non-degenerate band datum
(
w,λ,μ

)
and the corresponding loop datum

(
w ′,λ′,μ

)
,

(1) M
(
w,λ,μ

)
corresponds to ϕ

(
w ′,λ,μ

)
under Eisenbud’s theorem, i.e.,

M
(
w,λ,μ

)∼= cokerϕ
(
w ′,λ,μ

)
in CM(A) ,

(2) L
(
w ′,λ′,μ

)
corresponds to ϕ

(
w ′,λ,μ

)
under the localized mirror functor, i.e.,

F L
(
L

(
w ′,λ′,μ

)) ∼=ϕ
(
w ′,λ,μ

)
in MF

(
x y z

)
.

Corollary 4.1.12. There is a one-to-one correspondence

{
indecomposable Cohen-Macaulay modules over A

}/
∼isomorphism

1:1
←→

{
indecomposable flat connections on vector bundles over geodesics in P

}/
∼gauge equivalence .
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4.2 Applications

In this section, we give two applications (Proposition 4.2.1 and 4.2.2) of the correspondence between
Lagrangians and Cohen-Macaulay modules. It relates algebraic operations of matrices or modules with
symmetry of mirror geometry.

Pair-of-pants surface P has many obvious symmetries. Here we focus on its Z2-symmetry by flipping
back and forth. We can invert a loop/arc L under this symmetry. Then its mirror matrix factorization
F L (L) =

(
ΦL (L) ,ΨL (L)

)
is transposed into F L (L)T =

(
ΦL (L)T ,ΨL (L)T

)
. Taking cokernel of ΦL (L)T is then

corresponds to the dual of cokerΦL (L). Therefore we have the following proposition.

Proposition 4.2.1. Under homological mirror symmetry, the following operations are compatible with
each other:

• Inversion of Lagrangians in Dπ (W Fuk(P )),

• Transpose of matrix factorizations in MF(x y z)

• Dual of Cohen-Macaulay modules in CM(A)

By reversing orientation of a loop/arc L, its mirror matrix factors change their position so that

F L (L[1]) =
(
ΨL (L) ,ΦL (L)

)
.

Because cokernels of two complementary matrix factors are Auslander-Reiten translation of each other,
we have the following proposition.

Proposition 4.2.2. Under homological mirror symmetry, the following operations are compatible with
each other:

• Orientation-reversing of Lagrangians in Dπ (W Fuk(P )),

• Position-changing of matrix factorizations in MF(x y z)

• Auslander-Reiten translation of Cohen-Macaulay modules in CM(A)
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Chapter 5

Degenerate Vector Bundles over Degenerate
Cusp Singularities

5.1 Burban-Drozd Triples and Decorated Quiver Representations

Let A := k[[x, y, z]]
/

(x y z) be a degenerate cusp singularity and R :=k[[x2, y1]]×k[[y2, z1]]×k[[z2, x1]] be
its normalization with an inclusion map given by x 7→ x1+x2, y 7→ y1+y2 and z 7→ z1+z2. The construction
in this thesis is also applicable to An := k[[x1, . . . , xn]]

/(
xi x j

∣
∣ |i − j | ≥ 2, i , j ∈ Z/n

)
and its normalization

Rn :=k[[u1, v1]]×∙∙ ∙×k[[un , vn]], but we focus on A3 case here for simplicity.

Definition 5.1.1. A Burban-Drozd triple
(
M̃ ,V ,θ

)
on A consists of

• Cohen-Macaulay R-module M̃,

• Noetherian Q
(

Ā
)
-module V , and

• Q
(
R̄

)
-module epimorphism θ : Q

(
R̄

)
⊗Q(Ā) V →Q

(
R̄

)
⊗R M̃ which (canonically) induces a

Q
(

Ā
)
-module monomorphism V →Q

(
R̄

)
⊗Q(Ā) V →Q

(
R̄

)
⊗R M̃.

A morphism
(
ϕ,ψ

)
:
(
M̃ ,V ,θ

)
→

(
M̃ ′,V ′,θ′

)
between triples consists of

• R-module map ϕ : M̃ → M̃ ′, and

• Q
(

Ā
)
-module map ψ : V →V ′

such that the following diagram is commutative:

Q
(
R̄

)
⊗Q(Ā) V Q

(
R̄

)
⊗R M̃

Q
(
R̄

)
⊗Q(Ā) V ′ Q

(
R̄

)
⊗R M̃ ′

θ

1⊗ψ 1⊗ϕ

θ′

.

We denote by Tri(A) the category of Burban-Drozd triples on A.
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Definition 5.1.2. A representation Θ=
{
θx

xy,θ
y
xy,θ

y
yz,θz

yz,θz
zx,θx

zx

}
on the decorated quiver Q A is a collection

of k((t ))-vector spaces and k((t ))-linear maps

k((t ))lz

k((t ))dzx k((t ))dyz

k((t ))lx k((t ))ly

k((t ))dxy

Θ

θz
zx

θz
yz

θx
zx

θx
xy

θ
y
yz

θ
y
xy

(5.1.1)

such that

− θ•N• : k((t ))l• →k((t ))dN• , θ••■ : k((t ))l• →k((t ))d•■ are surjective, (5.1.2)

−

(
θ•N•

θ••■

)

: k((t ))l• →k((t ))dN•+d•■ is injective (5.1.3)

for (N,•,■) = (x,y,z), (y,z,x), or (z,x,y).

A morphism Φ=
{
ϕxy,ϕyz,ϕzx,ψx,ψy,ψz

}
: Θ→Θ′ between representations is a collection of k[[u, v]]-

linear maps ϕ•■ : k[[u, v]]d•■ →k[[u, v]]d ′
•■ and k((t ))-linear maps ψ• : k((t ))l• →k((t ))l ′•

k((t ))lz k((t ))l ′z

k((t ))dzx k((t ))dyz k((t ))d ′
zx k((t ))

d ′
yz

k((t ))lx k((t ))ly k((t ))l ′x k((t ))
l ′y

k((t ))dxy k((t ))
d ′

xy

Θ Θ′

θz
zx

θz
yz

ψz

θz ′
zx

θz ′
yzϕz

zx

ϕx
zx ϕz

yz

ϕ
y
yz

θx
zx

θx
xy

ψx

θ
y
yz

θ
y
xy

ψy

θx ′
zx

θx ′
xy

θ
y ′
yz

θ
y ′
xy

ϕ
y
xy

ϕx
xy

satisfying the 6 commuting rules

− ϕ•
•■ ◦θ

•
•■ = θ•′•■ ◦ψ• where ϕ•

•■ :=ϕ•■(t ,0) : k((t ))d•■ →k((t ))d ′
•■ , (5.1.4)

− ϕ•
N• ◦θ

•
N• = θ•′N• ◦ψ• where ϕ•

N• :=ϕN•(0, t ) : k((t ))dN• →k((t ))d ′
N• (5.1.5)

for (N,•,■) = (x,y,z), (y,z,x), or (z,x,y).

We denote by Rep(Q A) the category of representation on Q A.

Remark 5.1.3. Our definition of Rep(Q A) is almost the same as Rep(XA) in [BD17], but the morphism rules

at targets are slightly different. Namely, in Rep(XA), the mapsϕ•■ :
(
k[[u, v]]

/
(uv)

)d•■ →
(
k[[u, v]]

/
(uv)

)d ′
•■
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are k[[u, v]]
/

(uv)-linear maps which satisfy a similar commuting relation as above. So we have a natural
functor Rep(Q A) → Rep(XA) which is full and essentially surjective but not faithful.

This alternative definition is necessary in our next discussion where we will define functors (in particu-
lar to send morphisms) from Rep(Q A) to other categories and derive their equivalences. In the meantime,
the functor Rep(Q A) → Rep(XA) preserves indecomposability and isomorphism classes of objects, so the
classification result on Rep(XA) in [BD17] directly applies to Rep(Q A) as well.

Remark 5.1.4. Given a representation Θ =
{
θx

zx,θx
xy,θ

y
xy,θ

y
yz,θz

yz,θz
zx

}
on Q A as in Diagram 5.1.1, we asso-

ciate a Burban-Drozd triple
(
M̃ ,V ,θ

)
on A as follows:

• V :=k((x))lx ×k((y))ly ×k((z))lz

• M̃ :=k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx ,

• θ := θx
xy ×θ

y
xy ×θ

y
yz ×θz

yz ×θz
zx ×θx

zx

: k((x))lx × k((y))ly × k((y))ly × k((z))lz × k((z))lz × k((x))lx

→k((x))dxy ×k((y))dxy ×k((y))dyz ×k((z))dyz ×k((z))dzx ×k((x))dzx .

Given a morphism Φ=
{
ϕxy,ϕyz,ϕzx,ψx,ψy,ψz

}
: Θ→Θ′ between representations, we associate a mor-

phism
(
ϕ,ψ

)
:
(
M̃ ,V ,θ

)
→

(
M̃ ′,V ′,θ′

)
between triples as follows:

• ϕ :=ϕxy ×ϕyz ×ϕzx : k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx →k[[x, y]]d ′
xy ×k[[y, z]]d ′

yz ×k[[z, x]]d ′
zx , and

• ψ :=ψx ×ψy ×ψz : k((x))lx ×k((y))ly ×k((z))lz →k((x))l ′x ×k((y))l ′y ×k((z))l ′z .

Then we can check that those assignments indeed define a functor Rep(Q A) → Tri(A). We can also show
that this induces an equivalence of categories. Indeed, any Cohen-Macaulay R-module M̃ and Noetherian
Q

(
Ā

)
-module V can be expressed in the above form for some dxy,dyz,dzx, lx, ly, lz ∈Z≥0, and then any Q

(
R̄

)
-

module map θ decomposes into above form. It is also similar for morphisms
(
ϕ,ψ

)
. This gives a (non-

canonical) quasi-inverse of the above functor.
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5.2 Geometry of X = Spec(A)

Geometrically, the affine scheme X = Spec(A) is a gluing of three ‘(infinitesimal) planes’ Spec
(
k[[x, y]]

)
,

Spec
(
k[[y, z]]

)
, Spec(k[[z, x]]) along three ‘(infinitesimal) axes’ Spec (k((x))) , Spec

(
k((y))

)
, Spec(k((z)))

in the following sense. We consider six ‘inclusion maps’ from axes to planes, for example, ı̂x
xy : Spec(k((x))) →

Spec
(
k[[x, y]]

)
induced from the dual ring homomorphisms ı̃x

xy : k[[x, y]] →k((x)), f
(
x, y

)
7→ f (x,0) , etc.

Then they form a hexagon diagram Î as in top left in Figure 5.1.

Spec(k((z)))

Spec(k[[z, x]]) Spec
(
k[[y, z]]

)

Î

Spec(k((x))) Spec
(
k((y))

)

Spec
(
k[[x, y]]

)

ı̂z
zx

ı̂z
yz

ı̂x
zx

ı̂x
xy

ı̂
y
yz

ı̂
y
xy

colimit
(gluing)

X = Spec(A)

dual dual

k((z))

k[[z, x]] k[[y, z]]

Ĩ

k((x)) k((y))

k[[x, y]]

ı̃z
zx

ı̃x
zx

ı̃z
yz

ı̃
y
yz

ı̃x
xy ı̃

y
xy

limit
(fiber product)

A = k[[x, y, z]]
/

(x y z)

Figure 5.1: Geometric Construction of X = Spec(A)

Proposition 5.2.1. (1) The affine scheme X = Spec(A) is the (categorical) colimit of the hexagon diagram Î
of affine schemes in top left in Figure 5.1.

(2) The commutative ring A =k[[x, y, z]]
/

(x y z) is the (categorical) limit of the hexagon diagram Ĩ of com-
mutative rings in bottom left in Figure 5.1, which can be written as

A ∼=
{(

f , g ,h
)
∈k[[x, y]]×k[[y, z]]×k[[z, x]]

∣
∣h(0, x) = f (x,0), f (0, y) = g (y,0), g (0, z) = h(z,0)

}
.
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5.3 Degenerate Vector Bundles

In this section, we introduce the notion of degenerate vector bundles.

Definition 5.3.1. Given a representation Θ on Q A as in 5.1.1, we construct a hexagon diagram Θ̂ of affine
X -schemes as shown in Figure 5.2.

• At 6 vertices, we attach trivial vector bundles

Spec
(
k[[x, y]]

)
×Adxy , Spec

(
k[[y, z]]

)
×Adyz , Spec(k[[z, x]])×Adzx ,

Spec(k((x)))×Alx , Spec
(
k((y))

)
×Aly , Spec(k((z)))×Alz ,

whose ranks are determined by the dimension of k((t ))-vector spaces in Θ. (Figure 5.2 illustrates the case
where

(
dxy,dyz,dzx, lx, ly, lz

)
= (0,1,1,1,1,2). ) They are also affine X -schemes via the natural inclusions

Spec(k[[•,■]]) → X and Spec(k((•))) → X .

• At 6 arrows, we attach vector bundle maps (with respect to the inclusion maps between base spaces in Î )
determined by k((t ))-linear maps in Θ. For example,

θ̂x
xy : Spec(k((x)))×Alx → Spec

(
k[[x, y]]

)
×Adxy

is induced from the dual ring homomorphism

θ̃x
xy : k[[x, y]]

[
s1

xy, . . . , s
dxy
xy

]
→k((x))

[
r 1

x , . . . , r lx
x

]

F
(
x, y, s1

xy, . . . , s
dxy
xy

)
7→ F

(
x,0,θx

xy (x)
(
r 1

x , . . . , r lx
x

))

and so on. They are also X -morphisms between X -schemes.

Then we define the degenerate vector bundle E (Θ) over X associated to Θ as the colimit

E (Θ) := colimΘ̂

of the diagram Θ̂ in the category of affine X -schemes. In general, we call an X -scheme which is isomorphic
to E (Θ) for some Θ ∈ Rep(Q A) as a degenerate vector bundle over X .
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k((t ))lz

k((t ))dzx k((t ))dyz

Θ

k((t ))lx k((t ))ly

k((t ))dxy

θz
zx

θz
yz

θx
zx

θx
xy

θ
y
yz

θ
y
xy

construct

Spec(k((z)))×Alz

Spec(k[[z, x]])×Adzx Spec
(
k[[y, z]]

)
×Adyz

Θ̂

Spec(k((x)))×Alx Spec
(
k((y))

)
×Aly

Spec
(
k[[x, y]]

)
×Adxy

θ̂z
zx θ̂z

yz

θ̂x
zx

θ̂x
xy

θ̂
y
yz

θ̂
y
xy

colimit
(gluing)

E (Θ)

Figure 5.2: Degenerate Vector Bundle E (Θ) associated to the Representation Θ

Note that the natural projection maps of the trivial vector bundles form the hexagonal prism diagram
as shown in Figure 5.3. The fact that the attached maps above are vector bundle maps respecting the
diagram Ĩ ensures that all vertical rectangles commute. Via natural inclusions Spec (k[[•,■]]) → X and
Spec(k((•))) → X , we can assume that they have a common target X . Then the universal property of the
colimit yields the projection map

π̂ : E (Θ) → X .
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Spec(k((z)))×Alz

Spec(k[[z, x]])×Adzx Spec
(
k[[y, z]]

)
×Adyz

E (Θ)

Spec(k((x)))×Alx Spec
(
k((y))

)
×Aly

Spec
(
k[[x, y]]

)
×Adxy

Spec(k((z)))

Spec(k[[z, x]]) Spec
(
k[[y, z]]

)

X
Spec(k((x))) Spec

(
k((y))

)

Spec
(
k[[x, y]]

)

θ̂z
zx θ̂z

yz

π̂z

π̂zx π̂yz

θ̂x
zx

θ̂x
xy

π̂x

θ̂
y
yz

θ̂
y
xy

π̂y

π̂xy

ı̂z
zx

ı̂z
yz

ı̂x
zx

ı̂x
xy

ı̂
y
yz

ı̂
y
xy

Figure 5.3: Projections π̂xy, π̂yz, π̂zx and π̂x, π̂y, π̂z

defining the projection π̂ : E (Θ) → X

k((z))
[

r 1
z , . . . , r lz

z

]

k[[z, x]]
[

s1
zx, . . . , sdzx

zx

]
k[[y, z]]

[
s1

yz, . . . , s
dyz
yz

]

R (Θ)

k((x))
[

r 1
x , . . . , r lx

x

]
k((y))

[
r 1

y , . . . , r
ly
y

]

k[[x, y]]
[

s1
xy, . . . , s

dxy
xy

]

k((z))

k[[z, x]] k[[y, z]]

A
k((x)) k((y))

k[[x, y]]

θ̃z
zx

θ̃x
zx

θ̃z
yz

θ̃
y
yz

θ̃x
xy θ̃

y
xy

π̃z

ı̃z
zx

ı̃x
zx

π̃zx

ı̃z
yz

ı̃
y
yz

π̃yz

π̃x π̃y

ı̃x
xy ı̃

y
xy

π̃xy

Figure 5.4: Dual projections π̃xy, π̃yz, π̃zx and π̃x, π̃y, π̃z

defining the dual projection π̃ : A →R (Θ)

Remark 5.3.2. Conceptually, we can view the degenerate vector bundle E (Θ) as a gluing of three vector

bundles over ‘planes’ along three vector bundles over ‘lines’. A ‘point’
(
x,

(
r 1

x , . . . , r lx
x

))
on the ‘fiber’ over x in

the ‘x-axis’, for example, is identified with the ‘point’
(
(x,0) ,θx

xy (x)
(
r 1

x , . . . , r lx
x

))
on the ‘fiber’ over (x,0) in

the ‘xy-plane’ and at the same time with the ‘point’
(
(0, x) ,θz

zx (x)
(
r 1

x , . . . , r lx
x

))
on the ‘fiber’ over (0, x) in the

‘zx-plane’. As it has different ranks on each component, it can not be a vector bundle in the traditional sense
in most cases.

We can provide a concrete realization of E (Θ) by using the dual language of commutative rings.
Specifically, consider the hexagon diagram Θ̃ of commutative rings as shown in Figure 5.5, which is dual
to the diagram Θ̂ of affine schemes. Therefore, denoting the limit of Θ̃ as

R (Θ) := limΘ̃,

we have E (Θ) = SpecR (Θ) . The ring R (Θ) has a concrete description as in the next proposition.
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k((t ))lz

k((t ))dzx k((t ))dyz

Θ

k((t ))lx k((t ))ly

k((t ))dxy

θz
zx

θz
yz

θx
zx

θx
xy

θ
y
yz

θ
y
xy

construct

k((z))
[

r 1
z , . . . , r lz

z

]

k[[z, x]]
[

s1
zx, . . . , sdzx

zx

]
k[[y, z]]

[
s1

yz, . . . , s
dyz
yz

]

Θ̃

k((x))
[

r 1
x , . . . , r lx

x

]
k((y))

[
r 1

y , . . . , r
ly
y

]

k[[x, y]]
[

s1
xy, . . . , s

dxy
xy

]

θ̃z
zx

θ̃x
zx

θ̃z
yz

θ̃
y
yz

θ̃x
xy θ̃

y
xy

limit

R (Θ)

Figure 5.5: Ring R (Θ) associated to the Representation Θ

Proposition 5.3.3. The (categorical) limit of the hexagon diagram Θ̃ of commutative rings in Figure 5.5
can be written as

R (Θ) =
{

(F,G , H) ∈ k[[x, y]]
[

s1
xy, . . . , s

dxy
xy

]
×k[[y, z]]

[
s1

yz, . . . , s
dyz
yz

]
×k[[z, x]]

[
s1

zx, . . . , sdzx
zx

]

∣
∣
∣ θ̃x

zx (H) = θ̃x
xy (F ) , θ̃

y
xy (F ) = θ̃

y
yz (G) , θ̃z

yz (G) = θ̃z
zx (H)

}
.

Proof. (Need to write)

Note that the natural projection maps of trivial vector bundles are induced from the dual ring homo-
morphisms. For example,

π̂xy : Spec
(
k[[x, y]]

)
×Adxy → Spec

(
k[[x, y]]

)
and π̂x : Spec(k((x)))×Alx → Spec(k((x)))

are respectively induced from the natural inclusions of rings

π̃xy : k[[x, y]] →k[[x, y]]
[

s1
xy, . . . , s

dxy
xy

]
and π̃x : k((x)) →k((x))

[
r 1

x , . . . , r lx
x

]

f
(
x, y

)
7→ f

(
x, y

)
p (x) 7→ p (x)

and so on. They form the hexagonal prism diagram in Figure 5.4, and the universal property of the limit
yields the dual projection map between rings. Under the expression of R (Θ) given in Proposition 5.3.3, it
is written as

π̃ : A →R (Θ) , p
(
x, y, z

)
7→

(
p

(
x, y,0

)
, p

(
0, y, z

)
, p (x,0, z)

)
.

Next we define morphisms between degenerate vector bundles. Recall that a morphism from Θ to
Θ′ in Rep(Q A) is a collection Φ =

{
ϕxy,ϕyz,ϕzx,ψx,ψy,ψz

}
of k[[u, v]]-linear maps ϕ•■ : k[[u, v]]d•■ →

k[[u, v]]d ′
•■ and k((t ))-linear maps ψ• : k((t ))l• →k((t ))l ′• satisfying the commuting rules 5.1.4.

Definition 5.3.4. Given a morphism Φ =
{
ϕxy,ϕyz,ϕzx,ψx,ψy,ψz

}
: Θ → Θ′ in Rep(Q A), we construct a

hexagonal prism diagram Φ̂ of X -schemes from Θ̂ to Θ̂′ as shown in Figure 5.6.
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• Between trivial vector bundles having the common base space Spec(k[[•,■]]) , we attach vector bundle
maps determined by k[[u, v]]-linear maps in Φ. For example,

ϕ̂xy : Spec
(
k[[x, y]]

)
×Adxy → Spec

(
k[[x, y]]

)
×Ad ′

xy

is induced from the dual ring homomorphism

ϕ̃xy : k[[x, y]]
[

s1
xy, . . . , s

d ′
xy

xy

]
→k[[x, y]]

[
s1

xy, . . . , s
dxy
xy

]

F
(
x, y, s1

xy, . . . , s
d ′

xy
xy

)
7→ F

(
x, y,ϕxy

(
x, y

)(
s1

xy, . . . , s
dxy
xy

))

and so on.

• Between trivial vector bundles having the common base space Spec(k((•))) , we attach vector bundle maps
determined by k((t ))-linear maps in Φ. For example,

ψ̂x : Spec(k((x)))×Alx → Spec(k((x)))×Al ′x

is induced from the dual ring homomorphism

ψ̃x : k((x))
[

r 1
x , . . . , r

l ′x
x

]
→k((x))

[
r 1

x , . . . , r lx
x

]

P
(
x,r 1

x , . . . , r
l ′x
x

)
7→ P

(
x,ψx (x)

(
r 1

x , . . . , r lx
x

))

and so on.

Spec(k((z)))×Alz Spec(k((z)))×Al ′z

Spec(k[[z, x]])×Adzx Spec
(
k[[y, z]]

)
×Adyz Spec(k[[z, x]])×Ad ′

zx Spec
(
k[[y, z]]

)
×Ad ′

yz

E (Θ) E
(
Θ′

)

Spec(k((x)))×Alx Spec
(
k((y))

)
×Aly Spec(k((x)))×Al ′x Spec

(
k((y))

)
×Al ′y

Spec
(
k[[x, y]]

)
×Adxy Spec

(
k[[x, y]]

)
×Ad ′

xy

θ̂z
zx θ̂z

yz

ψ̂z

θ̂z ′
zx

θ̂z ′
yzϕ̂zx

ϕ̂yz

θ̂x
zx

θ̂x
xy

ψ̂x

θ̂
y
yz

θ̂
y
xy

ψ̂y

θ̂x ′
zx

θ̂x ′
xy

θ̂
y ′
yz

θ̂
y ′
xy

ϕ̂xy

Figure 5.6: Natural transformation Φ̂ : Θ̂→ Θ̂′ associated to a morphism Φ : Θ→Θ′ in Rep(Q A)

Then the commuting rules of Φ described in Equation 5.1.4 yield the commuting of Φ̂

− ϕ̂•■ ◦ θ̂••■ = θ̂•′•■ ◦ ψ̂• and ϕ̂N• ◦ θ̂•N• = θ̂•′N• ◦ ψ̂• for (N,•,■) = (x,y,z), (y,z,x), or (z,x,y),

corresponding to 6 horizontal rectangles in Figure 5.6. (See also Remark 5.3.6.) The functoriality of taking
colimit gives an X -morphism

E (Φ) := colimΦ̂ : E (Θ) → E
(
Θ′)

between X -schemes.
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Definition 5.3.5. The category of degenerate vector bundles over X , denoted as DVB(X ), is a subcategory
of the category of X -schemes consisting of X -schemes which are isomorphic to E (Θ) for some Θ ∈ Rep(Q A).
We define the morphism space from E (Θ) to E

(
Θ′

)
in DVB(X ) as

HomDVB(X )
(
E (Θ) ,E

(
Θ′)) :=

{
E (Φ)

∣
∣Φ ∈ HomRep(Q A )

(
Θ,Θ′)}

.

The assignments
Rep(Q A) → DVB(X ) , Θ 7→ E (Θ)

in Definition 5.3.1 and

HomRep(Q A )
(
Θ,Θ′)→ HomDVB(X )

(
E (Θ) ,E

(
Θ′)) , Φ 7→ E (Φ)

in Definition 5.3.4 define a covariant functor

E : Rep(Q A)
'
−→ DVB(X ) ,

which we call the gluing functor. It is obvious from the definition of DVB(X ) that E induces an equivalence
of categories.

Remark 5.3.6. The dual construction of definition 5.3.4 can be described in the category of commutative
rings. Namely, given a morphism Φ : Θ→Θ′ in Rep(Q A) , we construct a hexagonal prism diagram Φ̃ : Θ̃′ →
Θ̃ of commutative rings as shown in Figure 5.7, which is dual to the above construction Φ̂ : Θ̂→ Θ̂′.

k((z))
[

r 1
z , . . . , r lz

z

]
k((z))

[
r 1

z , . . . , r
l ′z
z

]

k[[z, x]]
[

s1
zx, . . . , sdzx

zx

]
k[[y, z]]

[
s1

yz, . . . , s
dyz
yz

]
k[[z, x]]

[
s1

zx, . . . , s
d ′

zx
zx

]
k[[y, z]]

[
s1

yz, . . . , s
d ′

yz
yz

]

R (Θ) R
(
Θ′

)

k((x))
[

r 1
x , . . . , r lx

x

]
k((y))

[
r 1

y , . . . , r
ly
y

]
k((x))

[
r 1

x , . . . , r
l ′x
x

]
k((y))

[
r 1

y , . . . , r
l ′y
y

]

k[[x, y]]
[

s1
xy, . . . , s

dxy
xy

]
k[[x, y]]

[
s1

xy, . . . , s
d ′

xy
xy

]

ψ̃z

θ̃z
zx

θ̃x
zx

θ̃z
yz

θ̃
y
yz

θ̃z ′
zx

θ̃x ′
zx

ϕ̃zx
θ̃z ′

yz

θ̃
y ′
yz

ϕ̃yz

ψ̃x

ψ̃y

θ̃x
xy θ̃

y
xy θ̃x ′

xy θ̃
y ′
xy

ϕ̃xy

Figure 5.7: Natural transformation Φ̃ : Θ̃′ → Θ̃ associated to a morphism Φ : Θ→Θ′ in Rep(Q A)

We can directly check here the commuting of Φ̃:

− θ̃••■ ◦ ϕ̃•■ = ψ̃• ◦ θ̃•′•■ and θ̃•N• ◦ ϕ̃N• = ψ̃• ◦ θ̃•′N• for (N,•,■) = (x,y,z), (y,z,x), or (z,x,y),

corresponding to 6 horizontal rectangles in Figure 5.7. The functoriality of taking limit gives the morphism
between commutative rings, which can be written as

R (Φ) := limΦ̃ : R
(
Θ′)→R (Θ)

(
F ′,G ′, H ′) 7→

(
ϕ̃xy

(
F ′) ,ϕ̃yz

(
G ′) ,ϕ̃zx

(
H ′)) .
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in the context of Proposition 5.3.3. Thus we have a contravariant functor R : Rep(Q A) → CRing to the
category of commutative rings.
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5.4 Global Sections

A section of the degenerate vector bundle E (Θ) over X is an X -morphism ŝ : X → E (Θ) between X -
schemes, that is, a morphism of schemes satisfying π̂ ◦ ŝ = idX . In this section we will discuss how to
construct sections, and we will demonstrate that it covers all sections.

Definition 5.4.1. To construct a section ŝ : X → E (Θ) of a degenerate vector bundle E (Θ), we consider a
hexagonal prism diagram as shown in Figure 5.8.

• The sections ŝxy, ŝyz, and ŝzx of Spec
(
k[[x, y]]

)
×Adxy , Spec

(
k[[y, z]]

)
×Adyz , and Spec(k[[z, x]])×Adzx are

determined by sxy ∈k[[x, y]]dxy , sxy ∈k[[y, z]]dyz , and sxy ∈k[[z, x]]dzx , respectively. For example, a section

ŝxy : Spec
(
k[[x, y]]

)
→ Spec

(
k[[x, y]]

)
×Adxy

is induced from the dual ring homomorphism

s̃xy : k[[x, y]]
[

s1
xy, . . . , s

dxy
xy

]
→k[[x, y]]

F
(
x, y, s1

xy, . . . , s
dxy
xy

)
7→ F

(
x, y, s1

xy

(
x, y

)
, . . . , s

dxy
xy

(
x, y

))

where sxy =
(
s1

xy, . . . , s
dxy
xy

)
∈k[[x, y]]dxy .

• Similarly, the sections r̂x, r̂y, and r̂z of Spec(k((x)))×Alx , Spec
(
k((y))

)
×Aly , and Spec(k((z)))×Alz are

determined by rx ∈k((x))lx , ry ∈k((y))ly , and rz ∈k((z))lz , respectively.

The commuting of 6 vertical rectangles in Figure 5.8 yields the 6 gluing conditions

szx (0, x) = θzx
x (x)rx (x), sxy (x,0) = θ

xy
x (x)rx (x) ,

sxy
(
0, y

)
= θ

xy
y

(
y
)

ry
(
y
)
, syz

(
y,0

)
= θ

yz
y

(
y
)

ry
(
y
)

,

syz (0, z) = θ
yz
z (z)rz (z), szx (z,0) = θzx

z (z)rz (z) .

(5.4.1)

In that case, we can assume that such sections have a common target E (Θ). Then the universal property of
the colimit yields a section

ŝ : X → E (Θ)

of E (Θ). This means that for any tuple

(
sxy, syz, szx,rx,ry,rz

)
∈k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx ×k((x))lx ×k((y))ly ×k((z))lz

satisfying the gluing conditions, there exists a corresponding section ŝ associated with it.

Remark 5.4.2. Conceptually, we can understand a section s̃ of E (Θ) associate with
(
sxy, syz, szx,rx,ry,rz

)
as

a gluing of sections over individual trivial vector bundles. In view of Remark 5.3.2, the gluing conditions of
these sections ensure the consistency of the sections along the three axes, as they are merged together under
the gluing rule Θ̂ of E (Θ).
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Spec(k((z)))×Alz

Spec(k[[z, x]])×Adzx Spec
(
k[[y, z]]

)
×Adyz

E (Θ)

Spec(k((x)))×Alx Spec
(
k((y))

)
×Aly

Spec
(
k[[x, y]]

)
×Adxy

Spec(k((z)))

Spec(k[[z, x]]) Spec
(
k[[y, z]]

)

X
Spec(k((x))) Spec

(
k((y))

)

Spec
(
k[[x, y]]

)

θ̂z
zx θ̂z

yz

θ̂x
zx

θ̂x
xy

θ̂
y
yz

θ̂
y
xy

ı̂z
zx

ı̂z
yz

r̂z

ŝzx ŝyz

ı̂x
zx

ı̂x
xy

r̂x

ı̂
y
yz

ı̂
y
xy

r̂y

ŝxy

Figure 5.8: Sections ŝxy, ŝyz, ŝzx and r̂x, r̂y, r̂z

defining a section ŝ : X → E (Θ)

k((z))
[

r 1
z , . . . , r lz

z

]

k[[z, x]]
[

s1
zx, . . . , sdzx

zx

]
k[[y, z]]

[
s1

yz, . . . , s
dyz
yz

]

R (Θ)

k((x))
[

r 1
x , . . . , r lx

x

]
k((y))

[
r 1

y , . . . , r
ly
y

]

k[[x, y]]
[

s1
xy, . . . , s

dxy
xy

]

k((z))

k[[z, x]] k[[y, z]]

A
k((x)) k((y))

k[[x, y]]

r̃z

θ̃z
zx

θ̃x
zx

s̃zx

θ̃z
yz

θ̃
y
yz

s̃yz

r̃x r̃y

θ̃x
xy θ̃

y
xy

s̃xy

ı̃z
zx

ı̃x
zx

ı̃z
yz

ı̃
y
yz

ı̃x
xy ı̃

y
xy

Figure 5.9: Dual sections s̃xy, s̃yz, s̃zx and r̃x, r̃y, r̃z

defining a dual section s̃ : R (Θ) → A

Remark 5.4.3. In the dual hexagonal prism diagram as shown in Figure 5.9, the universal property of the
limit yields the dual section

s̃ : R (Θ) → A
(
F

(
x,y,s1

xy,...,s
dxy
xy

)
,G

(
y,z,s1

yz,...,s
dyz
yz

)
,H

(
z,x,s1

zx,...,sdzx
zx

))
7→ (F (x,y,sxy(x,y)),(G(y,z,syz(y,z)),(H(z,x,szx(z,x))),

which is written in the expression of R (Θ) in Proposition 5.3.3 and A in Proposition 5.2.1(2).

Proposition 5.4.4. Any section of the degenerate vector bundle E (Θ) over X is induced from a tuple
(
sxy, syz, szx,rx,ry,rz

)
∈k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx ×k((x))lx ×k((y))ly ×k((z))lz

satisfying the gluing conditions as in Definition 5.4.1.

Suppose that we have a tuple
(
sxy, syz, szx,rx,ry,rz

)
∈k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx ×k((x))lx ×k((y))ly ×k((z))lz
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satisfying the gluing conditions. The assumption

−

(
θ•N•

θ••■

)

: k((t ))l• →k((t ))dN•+d•■ is injective for (N,•,■) = (x,y,z), (y,z,x), or (z,x,y)

imposed on Θ ∈ Rep(Q A) in Equation 5.1.2 implies that
(
rx,ry,rz

)
is uniquely determined by

(
sxy, syz, szx

)
.

Therefore, a section can be naturally identified with an element

s :=
(
sxy, syz, szx

)
∈k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx .

In this respect, we can identify the set of all sections of π̂ : E (Θ) → X with

Γ (E (Θ)) :=
{

s :=
(
sxy, syz, szx

)
∈k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx

∣
∣
∣
∣
∣
∣
∣
∣
∣
∣
∣

szx (0, x) = θzx
x (x)rx (x) , sxy (x,0) = θ

xy
x (x)rx (x) ,

sxy
(
0, y

)
= θ

xy
y

(
y
)

ry
(
y
)

, syz
(
y,0

)
= θ

yz
y

(
y
)

ry
(
y
)

,

syz (0, z) = θ
yz
z (z)rz (z) , szx (z,0) = θzx

z (z)rz (z)

for some
(
rx,ry,rz

)
∈k((x))lx ×k((y))ly ×k((z))lz






,

which is a subset of k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx .

Note that the set of all sections has a natural A-module structure. Namely, each of

xs =
(
xsxy,0, xszx

)
, y s =

(
y sxy, y syz,0

)
, zs =

(
0, zsyz, zszx

)

satisfies the gluing conditions with
(
rx,ry,rz

)
multiplied by x, y or z, respectively. Thus, Γ (E (Θ)) is an

A-submodule of k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx .

Remark 5.4.5. By the above discussion, Γ (E (Θ)) is determined by the following pull-back diagram.

Γ (E (Θ)) k((x))lx ×k((y))ly ×k((z))lz

k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx k((x))dxy ×k((y))dxy ×k((y))dyz ×k((z))dyz ×k((z))dzx ×k((x))dzx

Θ

π

Thus, algebraically the gluing conditions naturally arises from the diagram. It has already been developed
and exploited several times in the literature, e.g., [BD17] defined a functor Tri′ (A) → M(A) and [LW12]
defined a functor BD′ (A) → CM(A) using this construction.

Lemma 5.4.6. Γ (E (Θ)) is a Cohen-Macaulay A-module.

Proof. We show that (a1, a2) :=
(
x + y + z, x y + y z + zx

)
is a regular sequence of Γ := Γ (E (Θ)), which di-

rectly yields depthΓ = 2 and hence Γ ∈ CM(A). Since x + y + z is not a zero divisor of k[[x, y]]dxy ×
k[[y, z]]dyz ×k[[z, x]]dzx , it is also not a zero divisor of Γ. To show x y + y z + zx is not a zero divisor of
Γ

/(
x + y + z

)
Γ is equivalent to show

s ∈ Γ,
(
x y + y z + zx

)
s ∈

(
x + y + z

)
Γ ⇒ s ∈

(
x + y + z

)
Γ.
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By assumption, we have

(
x y sxy, y zsyz, zxszx

)
=

((
x + y

)
uxy,

(
y + z

)
uyz, (z + x)uzx

)

for s =
(
sxy, syz, szx

)
∈ Γ and for some u =

(
uxy,uyz,uzx

)
∈ Γ. Because each k[[x, y]], k[[y, z]] and k[[z, x]] is

a UFD, we have
sxy =

(
x + y

)
s′xy, syz =

(
y + z

)
s′yz, szx = (z + x) s′zx

for some s′ :=
(
s′xy, s′yz, s′zx

)
∈k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx and hence s =

(
x + y + z

)
s′.

Gluing conditions for s ∈ Γ imply

xs′zx (0, x) = θzx
x (x)rx (x), xs′xy (x,0) = θ

xy
x (x)rx (x) ,

y s′xy

(
0, y

)
= θ

xy
y

(
y
)

ry
(
y
)
, y s′yz

(
y,0

)
= θ

yz
y

(
y
)

ry
(
y
)

,

zs′yz (0, z) = θ
yz
z (z)rz (z), zs′zx (z,0) = θzx

z (z)rz (z)

for some
(
rx,ry,rz

)
∈k((x))lx ×k((y))ly ×k((z))lz . Dividing each equation by x, y or z, we know that s′ also

satisfies the gluing conditions with r ′ =
(
rx/x,ry/y,rz/z

)
∈k((x))lx ×k((y))ly ×k((z))lz . Therefore, we have

s′ ∈ Γ and hence s ∈
(
x + y + z

)
Γ.
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5.5 Equivalence of Categories

Theorem 5.5.1.
DVB(X )

CM(A) Rep(Q A)

Γ global
section

FBD

E gluing functor

(1) (Γ◦E )◦FBD ' idCM(A)

(2) FBD ◦ (Γ◦E ) ' idRep(Q A )

Therefore, categories CM(A) and Rep(Q A) are equivalent. As the gluing functor E was established as an
equivalence in Definition 5.3.5, the category DVB(X ) is also equivalent to them.

Proof. (1) For any M ∈ CM(A),

FBD (M) =
(
M̃ := R�A M ,VM :=Q

(
Ā

)
⊗A M ,θM : Q

(
R̄

)
⊗A M →Q

(
R̄

)
⊗R M̃

)
.

We choose trivializations

• Q
(

Ā
)
⊗A M ∼=k((x))lx ×k((y))ly ×k((z))lz ,

• M̃ ∼=k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx ,

which yield another trivializations

• Q
(
R̄

)
⊗A M ∼=k((x))lx × k((y))ly × k((y))ly × k((z))lz × k((z))lz × k((x))lx ,

• Q
(
R̄

)
⊗R M̃ ∼=k((x))dxy ×k((y))dxy ×k((y))dyz ×k((z))dyz ×k((z))dzx ×k((x))dzx ,

and expression of θM as

• θM
∼= θx

xy ×θ
y
xy ×θ

y
yz ×θz

yz ×θz
zx ×θx

zx

: k((x))lx × k((y))ly × k((y))ly × k((z))lz × k((z))lz × k((x))lx

→k((x))dxy ×k((y))dxy ×k((y))dyz ×k((z))dyz ×k((z))dzx ×k((x))dzx ,

which gives a representation ΘM =
(
θx

xy,θ
y
xy,θ

y
yz,θz

yz,θz
zx,θx

zx

)
∈ Rep(Q A) of M on Q A .

To prove that Γ (E (ΘM )) is naturally isomorphic to M , we identify it as an A-submodule of

M̃ ∼=k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx .

Note that there is a natural injection ıM : M → M̃ . Therefore, it is enough to show the equality

Γ (E (ΘM )) = im ıM . (5.5.1)
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In the following commuting diagram, both rows are exact.

0 kerπ M Q
(

Ā
)
⊗A M

0 I M̃ M̃ Q
(
R̄

)
⊗R M̃

ıM |kerπ

π

ıM ˜θM=ı⊗ıM

π̃

(5.5.2)

For any s =
(
sxy, syz, szx

)
∈ M̃ ,

π̃ (s) =
(
sxy (x,0) , sxy

(
0, y

)
, syz

(
y,0

)
, syz (0, z) , szx (z,0) , szx (0, x)

)
∈Q

(
R̄

)
⊗R M̃

and for any r =
(
rx,ry,rz

)
∈Q

(
Ā

)
⊗A M ,

(ı ⊗ 1M ) (r ) =
(
rx,ry,ry,rz,rz,rx

)
∈Q

(
R̄

)
⊗A M

and hence
˜θM (r ) =

(
θx

xyrx,θ
y
xyry,θ

y
yzry,θz

yzrz,θz
zxrz,θx

zxrx

)
∈Q

(
R̄

)
⊗R M̃ .

Therefore, s ∈ M̃ satisfies the gluing conditions specified in Equation 5.4.1 if and only if

π̃ (s) = ˜θM (r )

for some r ∈Q
(

Ā
)
⊗A M .

The (⊃) part of Equation 5.5.1 immediately follows, as ıM (a) satisfies the gluing condition π̃ (s) =
˜θM (r ) for any a ∈ M .

To establish (⊂) part, we need a further claim that I M̃ ⊂ im ıM . We have a natural commuting diagram

HomA (HomA (M , A) , A) ∼= M M̃ ∼= HomR (HomA (M ,R) ,R)

HomA (HomA (M ,R) , A) HomA (HomA (M ,R) ,R)

ıM

for M ∈ CM(A). For a ∈ I = {a ∈ A |aR ⊂ A } ∼= HomA (R , A) and f ∈ M̃ ∼= HomR
(
M̂ ,R

)
where M̂ := HomA (M ,R),

we have a f ∈ HomA
(
M̂ ,R

)
, im

(
a f

)
⊂ A and hence a f ∈ HomA

(
M̂ , A

)
. Then commuting of the diagram

yields a f ∈ im ıM , proving the claim.

Now let s ∈ M̃ satisfy the gluing condition π̃ (s) = ˜θM (r ) for some r ∈Q
(

Ā
)
⊗A M . Note that xnr ∈ imπ

for sufficiently large n ∈Z. Let’s say π (ax) = xnr for some mx ∈ M . Then

π̃
(
xn s

)
= ˜θM

(
xnr

)
= ˜θM (π (mx)) = π̃ (ıM (mx))

yields
xn s − ıM (mx) ∈ I M̃ ⊂ im ıM

and hence xn s ∈ im ıM . Similarly, we have xn s, yn s, zn s ∈ im ıM for sufficiently large n ∈Z. Because M is
Cohen-Macaulay, by Proposition 3.3.2, finally we have s ∈ im ıM .
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Naturallity follows from commuting of the diagram

M N

M̃ Ñ

α

ıM ıM

α̃

for M , N ∈ CM(A).

(2) Let Θ=
(
θx

xy,θ
y
xy,θ

y
yz,θz

yz,θz
zx,θx

zx

)
∈ Rep(Q A) be a representation on Q A .

Step 1: Characterize elements of Γ (E (Θ)).

We divide the sections in Γ (E (Θ)) into the following three types.

• First type: The sections written in the forms

x y s =
(
x y sxy,0,0

)
, y zs =

(
0, y zsyz,0

)
, or zxs = (0,0, zxszx)

for some s :=
(
sxy, syz, szx

)
∈ k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx , whose support lie on the complement of

Spec
(

A/(x y)
)
, Spec

(
A/(y z)

)
, or Spec ( A/(zx)) in X = Spec(A), respectively.

• Second type: The sections written in the forms

sx (xrx) :=
(
xθx

xy (x)rx,0, xθx
zx (x)rx

)
where θx

zx (x)rx ∈k[[x]]dzx , θx
xy (x)rx ∈k[[x]]dxy ,

sy
(
yry

)
:=

(
yθ

y
xy

(
y
)

ry, yθ
y
yz

(
y
)

ry,0
)

where θ
y
xy

(
y
)

ry ∈k[[y]]dxy , θ
y
yz

(
y
)

ry ∈k[[y]]dyz , or

sz (zrz) :=
(
0, zθz

yz (z)rz, zθz
zx (z)rz

)
where θz

yz (z)rz ∈k[[z]]dyz , θz
zx (z)rz ∈k[[z]]dzx

for some rx ∈ k((x))lx ,ry ∈ k((y))ly ,rz ∈ k((z))lz , whose support lie on the complement of Spec ( A/(z)),
Spec( A/(x)), or Spec

(
A/(y)

)
in X = Spec(A), respectively.

• Third type: For any other section s ∈ Γ (E (Θ)), each of xs, y s and zs can be expressed as an A-linear
combination of sections of the first or second type. For example, xs is expressed as

xs =
(
xsxy

(
x, y

)
,0, xszx (z, x)

)

=
(
xsxy (x,0) ,0, xszx (0, x)

)
+

(
x y s′xy

(
x, y

)
,0,0

)
+

(
0,0, zxs′zx (z, x)

)

= sx (xrx)+ x y s′ + zxs′

for some rx ∈k((x))lx and s′xy ∈k[[x, y]]dxy , s′zx ∈k[[z, x]]dzx , where we decompose sxy and szx as

sxy
(
x, y

)
= sxy (x,0)+

(
sxy

(
x, y

)
− sxy (x,0)

)

= sxy (x,0)+ y s′xy

(
x, y

)
,

szx (z, x) = szx (0, x)+ (szx (z, x)− szx (0, x))

= szx (0, x)+ zs′zx (z, x) .
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Step 2: Find a basis for each component of VΓ(E (Θ)) =Q
(

Ā
)
⊗A Γ (E (Θ)) ∼=k((x))lx ×k((y))ly ×k((z))lz .

For any section s ∈ Γ (E (Θ)), we have

1⊗ s = x−1 ⊗ xs ∈k((x))⊗A Γ (E (Θ))

and the discussion in Step 1 implies that the k((x))-vector space k((x))⊗A Γ (E (Θ)) is generated by ele-
ments of the form

1⊗ x y s, 1⊗ y zs, 1⊗ zxs, 1⊗ sx (xrx) , 1⊗ sy
(
yry

)
, 1⊗ sz (zrz) .

We show the first three vanish. For any sxy ∈ k[[x, y]]dxy , we have sxy (x,0) ∈ k[[x]]dxy . As θx
xy is sur-

jective, there is a rx ∈ k((x))lx satisfying sxy (x,0) = θx
xy (x)rx. Take n ∈ Z≥0 so that xnθx

xy (x)rx ∈ k[[x]]dxy ,

xnθx
zx (x)rx ∈k[[x]]dzx and hence sx

(
xn+1rx

)
=

(
xn+1θx

xy (x)rx,0, xn+1θx
zx (x)rx

)
is included in Γ (E (Θ)). Then

the calculation

xn (
x y s

)
= xn (

x y sxy (x,0) ,0,0
)
+ xn

(
x y2s′xy

(
x, y

)
,0,0

)

= xn
(
x yθx

xy (x)rx,0,0
)
+ xn+1 y2s′

= y
(
xn+1θx

xy (x)rx,0, xn+1θx
zx (x)rx

)
+ xn+1 y2s′

= y
(
sx

(
xn+1rx

)
+ xn+1 y s′

)
∈ yΓ (E (Θ))

(5.5.3)

shows that
1⊗ x y s = x−n ⊗ xn (

x y s
)
= y ∙ x−n ⊗

(
sx

(
xn+1rx

)
+ xn+1 y s′

)

vanishes in k((x))⊗A Γ (E (Θ)) since y acts as 0 on k((x)). Similarly 1⊗ y zs and 1⊗ zxs also vanish.

The last two also vanish, for example,

1⊗ sy
(
yry

)
= x−1 ⊗

(
x yθ

y
xy

(
y
)

ry,0,0
)
= x−1 (

1⊗
(
x y sxy,0,0

))
= x−1 (

1⊗ x y s
)
= 0 ∈k((x))⊗A Γ (E (Θ)) .

Consequently, k((x))⊗A Γ (E (Θ)) is generated by elements of the form 1⊗ sx (xrx), or equivalently, by
lx elements

x−n ⊗ sx
(
xne1

)
, . . . , x−n ⊗ sx

(
xnelx

)

where e1 := (1,0, . . . ,0) , . . . , elx := (0, . . . ,0,1) ∈ k((x))lx all satisfy sx (xnei ) ∈ Γ (E (Θ)) for some n ∈ Z. They

indeed form a basis, whose linearly independence follows from injectivity of

(
θx

zx

θx
xy

)

: k((t ))lx →k((t ))dzx+dxy .

Therefore, we get an explicit isomorphism k((x)) ⊗A Γ (E (Θ)) ∼= k((x))lx and this is also similar for
k((y))⊗A Γ (E (Θ)) ∼=k((y))ly and k((z))⊗A Γ (E (Θ)) ∼=k((y))lz .

Step 3: Describe the map ıΓ(E (Θ)) : Γ (E (Θ)) → ãΓ (E (Θ)) ∼=k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx .

We use the decomposition

ãΓ (E (Θ)) ∼= HomR (HomA (Γ (E (Θ)) ,R) ,R)
∼= Homk[[x,y]]

(
HomA

(
Γ (E (Θ)) ,k[[x, y]]

)
,k[[x, y]]

)

×Homk[[y,z]]
(
HomA

(
Γ (E (Θ)) ,k[[y, z]]

)
,k[[y, z]]

)

×Homk[[z,x]] (HomA (Γ (E (Θ)) ,k[[z, x]]) ,k[[z, x]]) .
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Note that for any f ∈ HomA
(
Γ (E (Θ)) ,k[[x, y]]

)
and x y s =

(
x y sxy,0,0

)
∈ Γ (E (Θ)), we have from 5.5.3 that

xn f
(
x y s

)
= y f

(
sx

(
xn+1rx

)
+ xn+1 y s′

)

and hence y | f
(
x y s

)
. Similarly, we also have x| f

(
x y s

)
and therefore x y | f

(
x y s

)
.

It enables us to define a k[[x, y]]-module isomorphism

HomA
(
Γ (E (Θ)) ,k[[x, y]]

)
→k[[x, y]]dxy

f 7→
(

f
((

x ye1,0,0
))

/x y, . . . , f
((

x yedxy ,0,0
))

/x y
)

with an inverse

k[[x, y]]dxy → HomA
(
Γ (E (Θ)) ,k[[x, y]]

)

(
s∗1 , . . . , s∗dxy

)
7→

(
f :

(
sxy, syz, szx

)
7→ s∗1 s1

xy +∙∙ ∙+ s∗dxy
s

dxy
xy

)
.

Therefore, we have an isomorphism

Homk[[x,y]]
(
HomA

(
Γ (E (Θ)) ,k[[x, y]]

)
,k[[x, y]]

)∼= Homk[[x,y]]

(
k[[x, y]]dxy ,k[[x, y]]

)
∼=k[[x, y]]dxy

which is composed with a natural map

Γ (E (Θ)) → Homk[[x,y]]
(
HomA

(
Γ (E (Θ)) ,k[[x, y]]

)
,k[[x, y]]

)
,

to yield

Γ (E (Θ)) →k[[x, y]]dxy

(
sxy, syz, szx

)
7→

(
s1

xy, . . . , s
dxy
xy

)
.

Finally, we have an injection

ıΓ(E (Θ)) : Γ (E (Θ)) → ãΓ (E (Θ)) ∼=k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx

(
sxy, syz, szx

)
7→

((
s1

xy, . . . , s
dxy
xy

)
,
(
s1

yz, . . . , s
dyz
yz

)
,
(
s1

zx, . . . , sdzx
zx

))
.

Step 4: Describe the map

θΓ(E (Θ)) : Q
(
R̄

)
⊗A Γ (E (Θ)) ∼=k((x))lx ×k((y))ly ×k((y))ly ×k((z))lz ×k((z))lz ×k((x))lx

→Q
(
R̄

)
⊗R ãΓ (E (Θ)) ∼=k((x))dxy ×k((y))dxy ×k((y))dyz ×k((z))dyz ×k((z))dzx ×k((x))dzx .

Under the natural ring homomorphisms

A = k[[x, y, z]]
/

(x y z) Ā = k[[x, y, z]]
/

(x y, y z, zx) Q
(

Ā
)∼=k((x))×k((y))×k((z))

R =k[[x,y]]×R[[y,z]]×R[[z,x]] R̄ =k[[x,y]]/(x y)×k[[y,z]]/(y z)×k[[z,x]]/(zx) Q
(
R̄

)∼=k((x))×k((y))×k((y))×k((z))×k((z))×k((x))
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we have

Γ (E (Θ)) Q(Ā)⊗AΓ(E (Θ))∼=k((x))lx×k((y))ly×k((z))lz

Q(R̄)⊗AΓ(E (Θ))∼=k((x))lx × k((x))lx × k((y))ly × k((y))ly × k((z))lz × k((z))lz

ãΓ(E (Θ))∼=k[[x,y]]dxy×k[[y,z]]dyz×k[[z,x]]dzx Q(R̄)⊗R ãΓ(E (Θ))∼=k((x))dxy×k((y))dxy×k((y))dyz×k((z))dyz×k((z))dzx×k((x))dzx

ıΓ(E (Θ))

θΓ(E (Θ))

where the map θΓ(E (Θ)) decomposes into 6 maps

(
θΓ(E (Θ))

)x
xy : k((x))lx →k((x))dxy ,

(
θΓ(E (Θ))

)y
yz : k((y))ly →k((y))dyz ,

(
θΓ(E (Θ))

)z
zx : k((z))lz →k((z))dzx ,

(
θΓ(E (Θ))

)y
xy : k((y))ly →k((y))dxy ,

(
θΓ(E (Θ))

)z
yz : k((z))lz →k((z))dyz ,

(
θΓ(E (Θ))

)x
zx : k((x))lx →k((x))dzx .

We claim that
(
θΓ(E (Θ))

)x
xy coincides with the originally given θx

xy and similar for others. By discussion

in Step 2, k((x))⊗A Γ (E (Θ)) ∼=k((x))lx has a basis consisting of

x−n ⊗ sx
(
xne1

)
, . . . , x−n ⊗ sx

(
xnelx

)
,

where sx (xnei ) =
(
xnθx

xy (x)ei ,0, xnθx
zx (x)ei

)
∈ Γ (E (Θ)). The result in Step 3 reveals

θΓ(E (Θ))
(
x−n ⊗ sx

(
xnei

))
= x−n ⊗ ıΓ(E (Θ))

(
sx

(
xnei

))

= x−n ⊗ xnθx
xy (x)ei ∈ k((x))⊗

(
k[[x, y]]dxy ×k[[y, z]]dyz ×k[[z, x]]dzx

)

= θx
xy (x)ei ∈ k((x))dxy ,

which proves the claim. Therefore, we have a decomposition of θΓ(E (Θ)) as

θΓ(E (Θ))
∼=θx

xy ×θ
y
xy ×θ

y
yz ×θz

yz ×θz
zx ×θx

zx

: k((x))lx × k((y))ly × k((y))ly × k((z))lz × k((z))lz × k((x))lx

→k((x))dxy ×k((y))dxy ×k((y))dyz ×k((z))dyz ×k((z))dzx ×k((x))dzx .
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