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Abstract 

 

Development of Programmable  

Multi-Channel Low-Power  

Wireless Microstimulators for 

Sensory Neural Prostheses 

 

Chae-Eun Lee 

Program in Nano Science and Technology 

Graduate School of Convergence Science & Technology 

Seoul National University 

 

 

The continued growth of microfabrication technology and the proliferation of 

wireless devices and systems have broken down barriers to the implantation of 

electronic devices into the human body. As interest in human neural networks, 

including artificial intelligence, increases, research on brain interfaces are also 

being actively conducted. A brain interface is a technology that can analyze or 

control brain activity or stimulate a neural network generated by an electrical 
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signal. The technology that artificially encodes desired data by applying an 

external stimulus to the neural network is being utilized to replace damaged 

sensory nerves and activate the senses. In general, an action potential is 

generated by applying an electrical stimulus to a cell from an electrode 

connected to a brain interface device.  

In this dissertation, we develop a multichannel, high-density, low-power, 

efficient wireless ultra-small stimulator for neural electrical stimulation, 

optimize the performance of each stimulation target based on this, and design a 

distributed stimulation system and addressing method for it. 

In the case of a system inserted into the body, a multichannel high-density 

electrode structure is required due to the nature of spatiotemporal dense neural 

tissue, and optimization of the stimulation method and stimulation threshold is 

required. The first part of this dissertation briefly introduces the concept of 

neural network interference by external current stimulation and the 

development history of stimulation devices and describes the biological and 

electronic engineering background that requires high-density, low-power 

stimulators. 

Given the basic concept of neural stimulation and the challenges following, 

a current-controlled current stimulator with a biphasic pulse generator is 

designed. The second chapter proposes a modified biphasic pulse generator 

with high output impedance and evaluates the overall performance. 

A neurostimulator inevitably requires an analytical instrument to observe 

the stimulus-response and is integrated into one system in a bidirectional neural 

interface structure such as a brain-machine interface. At this time, components 
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such as a recorder, a stimulator, wireless data, and a power 

transmission/reception stage are integrated into an integrated circuit for the 

miniaturization of the system. Therefore, we developed and verified a 

bidirectional brain-machine interface microsystem based on a low-power 

system for Electrocorticography (ECoG) recording and implanted it in a non-

human primate, which is discussed in the third part of this paper. 

Finally, the design method and analysis of the distributed stimulation 

system, including the photodiode address generation circuit, are discussed. The 

proposed system creates a flexible multichannel stimulator by extending the 

replication module. In this case, an address to distinguish individual modules is 

essential. Due to the characteristics of micro-integrated circuits, technologies 

for minimizing the area of the addressing circuit and encoding after 

semiconductor processing is required. To this end, an address-generation circuit 

using a photodiode and an anti-fuse without an aluminum pad is proposed. 
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Chapter 1. Introduction 

 

 

1.1. Study Background 

In the biomedical area, research into artificial manipulation of neural 

activity by applying electrical stimulation has existed for a long time. Altering 

nerve activity by targeted stimuli to specific nerve areas in the body, called 

neuromodulation, works in two types: replacing the function of the damaged 

network or interposing to treat the malfunctioning network. The first area, 

called neural prosthetics, is to rehabilitate the nervous system damaged by 

disease or accident with electronic devices, such as cochlear implants, artificial 

retinas, and brain-machine interfaces. In the 1980s, as cochlear implants 

successfully restored hearing, research to apply neural prosthetics to various 

sensory nerves followed [1], [2]. Brain-machine interface (BMI), for example, 

attempts to provide feedback from devices to the brain in the form of 

somatosensory sensations [3]–[5]. The other area, called electroceuticals, 

stimulates brain or nerve functions with energy, such as electric current or 

magnetic fields, to produce therapeutic effects. In 1997, the US Food and Drug 

Administration (FDA) approved DBS for treating essential tremors and 

Parkinson's disease [6] (followed by approval for dystonia in 2003 [7] and 

epilepsy in 2018[8]). 
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Figure 1. 1. The emergence of neural prosthetic devices and research and development trends over time 



 

 ３

 
Researchers have investigated for many years, and commercialized 

products are diverse, but several challenging problems still need to be overcome. 

Figure 1.1 is the timeline of neural prosthetic devices and their emergence. The 

essence of stimulation is to make the brain believe it is actual neural data. 

However, it is much harder for the artificial signal to mimic the actual neural 

data. Because it is hard to generate various neural signals that the brain believes, 

using a remaining neural network is a possible option. When giving direct 

stimulation, different types of cells should transmit various neural signals 

continuously. Figure 1.2 classified the neural prosthetic stimulators associated 

with two pulse parameters: pulse width and amplitude. 

Meanwhile, computing technology that could interpret the brain's 

electrical activity was developed to give adequate electrical stimulation to the 

target neuron. Deep neural networks, for instance, are the available option that 

analyzes the data and provides adequate information for stimulation.  
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Figure 1. 2. Distribution according to the current size and pulse width of 

the stimulator developed for each application 
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1.1.1. Stimulation Mechanism 

The mechanism of stimulation is to elicit an action potential (AP) 

regulated by an ion channel in a nerve in the form of an electromagnetic signal. 

Modifications or intermediates for signal conversion are needed to interact with 

the neural network. Optogenetics, for instance, genetically encodes the target 

neuron with a light-sensitive ion channel to control its activity with light. 

Similarly, ultrasound as an external source needs a material that can produce 

electric energy upon application of mechanical stress, such as piezoelectric 

materials.  

The generation of an action potential in neurons through electrical 

stimulation is achieved by delivering a sufficient charge to its membrane. 

Charges move at the interface between the electrode connected to the system 

and the tissue when current stimulation is applied. At this time, when the 

transferred charges accumulate, the Na+ channel of the nerve cell opens. As the 

excess charge accumulates outside the cell membrane, a potential reversal 

occurs, triggering an action potential (Figure 1.3). At this time, a positive charge 

exceeding the threshold must be applied to cause an action potential. The action 

voltage generated by nerve cells is about 0.1 V and occurs for about 1/1000 

second. 

The length and amplitude of an action potential are always the same. 

However, increasing the stimulus intensity increases the frequency of action 

potentials. Action potentials propagate along nerve fibers without reducing or 

attenuating amplitude or length. The response of the stimulation propagates in 
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one direction and is generated by the ion channels. Since a series of processes 

consume the time of one cycle, action potentials may not be generated if the 

following stimulus is applied within one cycle. Therefore, the energy efficiency 

of electrical stimulation is highly dependent on the generated voltage and 

current waveforms and the electrodes' characteristics.  

Given the mechanism of the action potential, various approaches to 

manually generate action potential were investigated. Charge injection 

stimulation is the most direct approach to delivering desired action potentials. 

On the other hand, voltage gradient stimulation uses voltage and electric fields 

across the target to move ions. It is less efficient than charge injection. As a 

disadvantage, since the charge is dispersed along the surface, it is better to direct 

the E-field with the return electrode. 
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Figure 1. 3. Electromagnetic stimulation mechanism  

The extracellular stimulation injects current into the tissue of interest 

(TOI) using electrodes placed nearby. On all neurons' surfaces (cell 

membrane), there are more negative ions than positive ions inside and 

more positive ions than negative ions outside, so a potential difference 

(voltage) occurs between the cell membranes. 
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1.1.2. Stimulation Model 

In order to accurately calculate the applied charge in the system, it is 

necessary to model the electrodes, the electrode-tissue interface, and the tissue 

itself, which can be configured with capacitors and resistors, as shown in Figure 

1.4. The amount of charge arriving at the target point can be calculated by 

adjusting the system's output. The electrode and tissue interface contributes to 

the charge per phase of a stimulus pulse and charge density. Building an 

interface model helps estimate the average charge delivered to the target. The 

charge density calculation according to the electrode's surface area employed 

the Shannon equation [9]. The impedance of the electrode-tissue interface, 

which the stimulator gets as the load, is as follows: 

𝑍 = 𝑅 +
𝑅

1 + 𝑗𝜔𝐶 𝑅
 

where a capacitance (Cdl) is formed between the electrode and tissue, the 

model also has a parallel charge transfer resistance Rf that accounts for 

reactions and exchange currents that result at the interface. Both Cdl and Rf are 

electrode material dependent and scale with the effective surface area of the 

electrode, with the capacitance increasing and the resistance decreasing. 

The calculation is based on a single electrode. Additional impedance 

occurs at the interface between the tissue when inserted into the living body 

(Figure 1.5). The tissue damaged by the electrode, such as scar tissue, sticks to 

the surface, and the interface impedance further increases. While the Shannon 

equation has proved helpful in assessing the likely occurrence of tissue damage, 

it is hard to get the exact impedance that the stimulator feels. In particular, 
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microelectrodes do not abide by the charge per phase and charge density co-

dependences reflected in the Shannon equation [9].  

The key to stimulation is that the required amount of stimulation charge 

arrives at the target. The amount of current going out to the output multiplied 

by the total impedance is the compliance voltage applied to the system. The 

smaller the size of the electrode, the larger the compliance voltage for the same 

output current. It uses various design techniques to supply considerable voltage 

headroom to endure the large load impedance. However, this type of technology 

also increases power consumption and ASIC size.  
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Figure 1. 4. Equivalent circuit model of the electrode-tissue interface 

Since the bipolar configuration is equivalent to having the active and 

reference electrodes connected in series, the stimulator senses a doubled 

impedance. Although the tissue’s resistance is relatively high (>1 MΩ) to 

the stimulator, the capacitance of the electrolyte reduces it. 
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Figure 1. 5. Description of impedance variation at the electrode-tissue 

interface [10] 

After the electrodes are inserted into tissue or placed near it, the 

emission of the electromagnetic stimulation waveform creates an 

electrolytic environment. The delamination and corrosion of the electrode 

and scar tissue from biomechanical interactions increases the interfacial 

impedance. 
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1.1.3. Stimulation Methods 

Stimulation methods differ in their output source type: Constant voltage 

(CV) stimulation and Constant Current (CC) stimulation. After determining the 

stimulation structure, nerve stimulation was achieved by the electrical 

stimulation waveform from CV or CS stimulators. As shown in Figure 1.6, CV 

gives output voltage in parallel at the bipolar electrode or between the active 

and the reference, while CS delivers current regarding the output interface as a 

series connection.  

CV was used in medical devices in the past due to its simple structure, but 

clinical trials showed that patients preferred CC stimulation and pain relief over 

CV stimulation and felt satisfied [11], [12]. Compared to the same results, CC 

stimulation is mainly used because it has advantages such as excellent charge 

control, calibration accuracy, and stimulation efficiency. It is also believed that 

CC stimulators provide a constant charge regardless of changes in the 

impedance of the electrode-tissue interface. CC stimulators also have 

disadvantages. It is easy to observe current mismatches that cause charge 

imbalances in the output stage. In addition, even if the amount of charge 

reached is calculated through impedance modeling, it is affected by 

environmental variables before moving to the neuron. Recent studies have 

demonstrated strategies to address this issue in addition to primary stimulation 

ICs. 

The stimulation pulse shape is also an important part that affects the result. 

Monophasic pulses were generally used in clinical trials. However, considering 

charge neutrality after long-term stimulation, researchers worried about charge 
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stacking at the surface, which causes tissue damage and electrode erosion. Even 

calcium deposits in electrolytes can occur near the electrodes if the charge is 

continuously injected. Furthermore, charge balancing biphasic pulse is more 

favored to prohibit the increase of the DC offset. Recent studies have shown 

that the negative-phase first, then positive-phase charge injection seems more 

effective in generating action potentials [13]. Also, stimulation with ultra-short 

pulses effectively opens the sodium channels [14].  
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Figure 1. 6. Circuit diagram of two different stimulation sources: Constant 

voltage stimulator and Constant current stimulator 

The stimulation source is again classified with the modulation method. 

The current-controlled current source and the voltage-controlled current 

source show different performances at charge control and power 

consumption. 
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1.1.4. Stimulator architecture 

The waveform is determined based on the circuit structure of the output 

stage and the form of the electrode combined. Table Ⅰ illustrates details of 

microstimulators in different architectures. Electrode connections in bipolar 

and monopolar electrodes are a widely chosen architecture for neuromodulation. 

Mostly CV stimulators take bipolar structure, while CS stimulators have 

relative freedom of choice. Both formats have all the pros and cons in the 

application, hence selected based on their purposes. The bipolar configuration 

needs pairs of electrodes and stimulates a limited area while exhibiting a greater 

compliance voltage because of the circuit structure.  

The electrode's size and impedance must also be considered prior to the 

electrode configuration. Size should be small enough compared to the neural 

cells (~10 µm) to ensure selective stimulation and charge density, while 

impedance should be low enough to permit effective stimulation. The charge 

density is determined by the amount of the charge executed and the apparent 

area of the electrode interface. Conventionally, if the size of the electrode 

interface reduces, the impedance and the load on the stimulator increase. 

Therefore, it is vital to find a suitable compromise between them. 

In addition to the physical structure of the stimulator, current steering 

stimulation started with the concept of increasing virtual channels for effective 

stimulation. Usually, cochlear implants investigate virtual channel 

discrimination to increase spectral resolution [15], [16]. In cochlear implants, 

simultaneous stimulation of adjacent physical electrodes creates virtual 

channels by current steering [17]. Some studies assessed whether this method 
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could be adapted for retinal implants [18]. In 2009, researchers compared the 

area of cortical activation by hexapolar, bipolar, and tripolar current steering 

techniques [19]. The result indicated that the architecture of electrodes affected 

the concentration area with the proven result of the hexapolar electrode.  
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Table I Comparison of microstimulator in diverse architecture 

 [20] [21] [22] [23] [24] Our System 

Stimulation 

Type 

Current controlled 

(CCS) 

Current controlled 

(CCS) 

Current controlled 

(CCS) 

High-frequency, 

switched-capacitor 

Current controlled 

(CCS) 

Current controlled 

(CCS) 

Supply 3.3 V 3.2 V Adaptive (~3.3 V) 1.8 V 1 V 3.3 V 

Voltage 

compliance 
± 6 V 12.8 VHV 

6.7 – 

12.3 V 
5 V 2.5 V 3 V 

Charge 

balancing 

method 

Discharge 

(Electrode shorting) 

Modulation (Anodic 

current modulation 

& electrode 

shorting) 

Discharge 

(Electrode shorting) 

Discharge 

(Electrode shorting - 

active charge 

balancing) 

Passive charge 

balancing 

Modulation (Anodic 

current modulation) 

Current ± 3 mA 1 mA 2.4 mA 34 nC and 120 nC 60 µA – 1.86 mA 40 – 330 µA 

Pulse width 
60 µs, 10 µs 

interphase delay 

100 µs with 20 µs of 

interphasic 

0.5 ms pulse width, 

2.5 ms period 
2.37 µs clock period 

9.5 – 304 µs width, 

9.5 – 304 µs delay 
100 µs – 2 ms 

Target Parkinson’s disease Universal use DBS DBS Hippocampal CA1,3 Cortical 

Stimulus Monopolar biphasic Bipolar Biphasic Biphasic Biphasic Biphasic Biphasic 

technology 180 nm LVCMOS 180 nm CMOS 180 nm LV CMOS 180 nm HV CMOS 130 nm CMOS 
180 nm TSMC 

CMOS 
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1.2. Neural Prostheses   

1.2.1. State of Arts 

Through the ex vivo experiments or the preclinical trials, the stimulator's 

characteristics and stimulation methods have built a database for each target 

neural network. With the advantage of realistic signal generation and a safer 

method than direct brain stimulation, most sensory neural prostheses use the 

remaining neural network for rehabilitation. Various US FDA-approved 

implantable medical devices (IMDs) have shown their effectiveness with 

clinical results. However, their design mechanism remains the same: small, 

low-power devices for long-term implant. 

A cochlear implant is a well-known successful sensory prosthesis for 

hearing impairment developed since the 1970s [25]. The multichannel implant 

consists of an internal insertion device and an external signal-processing device. 

An external device extracts the audio information in the acoustic signal and 

processes it to produce a decoded version of the electrical stimulation signal 

transmitted as a radio frequency (RF) signal to the receiver-stimulator. The RF 

signals transmitted by the external sound processor are decoded into electrical 

impulses that stimulate the auditory nerve through electrodes in an internally 

implanted device providing various stimulation sites within the cochlea. The 

high-rate stimulation provides sound information around the patient to the brain 

along the auditory nerve [26].  

When the function of the central nervous system, the cranial nervous 

system, is damaged, various nervous system diseases such as stroke, depression, 
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epilepsy, and Parkinson's disease occur, and the damaged function can be 

replaced with artificial nerve stimulation. This treatment, called 

neuromodulation, has been proven effective and operates under FDA approval. 

Deep brain stimulation (DBS) is considered an alternative surgical treatment 

for patients with long-term complications such as refractory tremor or 

levodopa-induced motor agitation and severe dyskinesia [27], [28]. The depth 

probe stimulates the thalamic region with electrical stimulation.  

Retinal prostheses Argus II [29], [30] and Alpha IMS [31], [32] are the 

most popular state-of-the-art retinal prostheses acquiring the US FDA approval 

and the European CE mark, respectively. The key to this device is to mimic the 

function of the retina, which converts and transmits external light into 

bioelectrical signals that the human nervous system can interpret. The 

composition of the retinal prostheses could be divided into an image acquisition 

unit, an image processing unit, a signal transmission unit, a nerve cell 

stimulation unit, and a power supply unit, according to the function. Depending 

on the position of the stimulator, it can be divided into subretinal and epiretinal 

stimulators, optic nerve stimulators, and optic cortex stimulators that stimulate 

the post-retinal area (Figure 1.7). 
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Figure 1. 7. Detailed illustration of an eye in curvature form.  

Type of retinal prostheses according to the position of the electrode. 

The human retina is a radius 12 mm sphere [33] 
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The neural stimulator electrically activates the nerve cells by directly 

contacting the nerve cells of the retina remaining after the photoreceptor cells 

are damaged. Numerous wireless telemetries have been adopted to deliver 

processed image data and power to the implanted stimulator. A low-power and 

high-efficiency system are essential above all else because it must provide for 

an extended period of direct contact with thin and dense optic nerve cells. 

Direct electrical stimulation on the cortex has been attempted in some 

research to evoke sensory information. Especially textile neural prostheses have 

been investigated in both peripheral and cortical stimulation, yet US FDA has 

not approved much. The rehabilitation mechanism uses external pressure 

sensors to acquire textile information.  

Table Ⅱ briefly states the IMD used worldwide for neuromodulation. The 

common characteristics are the key design factors of the stimulator used for 

IMDs. Details vary slightly depending on the target tissue and disease. 
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Table II State-of-arts in FDA-approved IMDs 

Devices 
Cochlear™ 

Nucleus®  
Vercise™ 

Argus Ⅱ 

[29] 

Alpha IMS 

[34] 

Target 
Cochlear 

implant 
DBS 

epiretinal 

implant 

subretinal 

implant 

Stimulation Type 
Biphasic 

current  

Biphasic 

voltage  

Biphasic 

current  

Monophasic 

voltage  

(Induced 

biphasic 

current) 

Power Source 

Rechargeable 

battery with 

RF coil 

battery-

powered 

RF coil 

~1 mW 

RF coil 

~1 mW 

Communication BLE 
Closed-

loop 

RF 

modulation 

RF 

modulation 

# of Channels 22 active 1-4 60 

1500 

(72 µm 

square) 

Stimulus 

Freq. 
250-3,200 

pps* 

HFS >100, 

mostly 130 

or 150 Hz 

LFS <100, 

mostly 60 

or 80 Hz 

3-60 Hz 5-7 Hz 

Pulse 

Width 
<0.1 ms 60–450 µs 0.45 ms 1 ms 

Amp. <1.75 mA 2-4 V 4-677 µA 
2 V, (charge: 

1-5 nC) 

* pulse per second 
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1.2.2. Wireless Power Transfer of IMD 

Various wireless communication technologies have been applied in 

implantable medical devices (IMDs). Since the late 1950s, batteries have long 

been the primary power source for IMDs. Using a battery as a power source 

avoids exposing internal tissues to the extracorporeal environment due to the 

wire, thus exempting it from a potentially infectious and hazardous 

environment. Nevertheless, there are some limitations in using the battery, 

which makes it unsatisfying to use it as a sustainable power source. First, 

batteries have a finite lifespan and must be replaced after the total energy stored 

has been exhausted. Since the IMD is usually inserted deep into the body, 

invasive surgery is required to replace the battery after it runs out. Therefore, 

patients usually avoid it because of the risks, pain, and lengthy recovery times 

involved. Also, depending on the location, keeping a commonly used lithium-

ion secondary battery in the body is considered a potential risk. It is clearly seen 

that the total energy and lifetime of the battery decrease proportionally as the 

size of the implant decreases [35]. This battery dilemma remains a significant 

challenge in providing sufficient power for long periods.  

Therefore, IMD requires a wireless power transfer system to provide a 

stable supply voltage in a relatively small size. As shown in Figure 1.8, various 

source was developed and verified their performance. Paring with their external 

device, researchers have modified the system architecture to adjust to their 

application. 
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Figure 1. 8. Wireless telemetry with various methods 

Considering the environment around the implant, wireless power and 

data transceiver has been investigated by adopting different source 

adequate for their application. 
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Several electromagnetic (EM) power transmissions are considered viable 

power sources for IMD implants. Inductive coupling, resonant magnetic 

coupling, capacitive coupling, and RF-based wireless power transmission are 

four primary methods developed. Each design has a different link design and 

suffers from various challenges.  

Near-field resonant inductive coupling is one of the most advanced and 

widely used approaches for wireless energy transfer [36]. This technology is 

characterized in that the charger and the battery are charged only when they are 

in close contact, and there is little freedom in the arrangement of the mobile 

device. A transmitting coil (TX) placed close to the skin produces a time-

varying magnetic field, which induces an electromotive force (EMF) in the 

receiving coil (RX) placed inside the body. A change in current in the primary 

coil causes a change in the magnetic field, and a phenomenon in which counter-

electromotive force is generated in the secondary coil is used. 

The resonant magnetic coupling is a technology for further extending the 

distance limit of the magnetic induction method. It is the same as the magnetic 

induction method in that the magnetic field generated in the primary coil 

induces the current in the secondary coil. However, the difference is that energy 

can be transmitted over a longer distance if the resonant frequencies of distant 

coils match. Thus, coils whose resonant frequencies do not match would not 

respond to field change. 

In a similar context, capacitive coupling transmits electric power by 

creating a displacement current using an electric field generated between two 

electrodes. As shown in Figure 1.9, the AC electric field applied at the primary 
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electrode creates a displacement current in the capacitor generated by the two 

electrodes. The desired DC voltage is regenerated through the rectifier using 

the AC voltage from the displacement current at the second electrode [37].  

The electromagnetic wave method uses an antenna with high directivity, 

and it is possible to secure a sufficient transmission distance by utilizing a far 

field. However, since it uses fundamentally radiating energy, it has a very low 

efficiency (transmission efficiency of 1% or less) and uses a high frequency. 
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Figure 1. 9. Simplified diagram of WPT to the implant   

The first block depicts near-field inductive coupling. The second is 

resonant magnetic coupling, while the third is capacitive coupling. The 

mid-field EM radiation on the fourth block uses a directional high-

frequency EM field. The circuit model below the blocks shows the WPT 

interface of the implant device using inductive coupling [36] 
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Near-field inductive coupling is more widely employed in medical 

implants due to its high-power transfer efficiency (PTE), the power delivered 

to load (PDL), and low energy absorption by living tissue using low frequencies 

(< 0.5 GHz). It works according to the principle of EM induction. A transmit 

coil (TX) located close to the skin generates a time-varying magnetic field that 

induces an electromotive force (EMF) in a receive coil (RX) located inside the 

body, as shown in Figure 1.9. The following equation calculates the PTE of 

such an inductive link: 

𝑃𝑇𝐸 =
𝑘 𝑄 𝑄

1 + 𝑘 𝑄 𝑄

𝑅 ,

𝑅 , + 𝑅 ,
 

where k is the coupling coefficient, Q1 and Q2 are quality factors of the 

transmitter and receiver coils, R1 and R2 are the equivalent resistance modeling 

the losses of the primary and secondary coil, and RL,ac is the load resistance [38]. 

When an alternating current passes through the Tx coil, the moving charge 

creates a magnetic field that fluctuates in strength because the amplitude of the 

current fluctuates. It produces a current by Faraday's law of induction on the 

Rx coil. Angular misalignment and tissue absorption cause low power 

transmission efficiency. Giving power under the SAR limitation [39], [40]. 
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1.2.3. Wireless data transmission 

Near-field communication is short-range wireless connectivity that 

utilizes magnetic field induction to enable communication between the external 

device and the implant with a lower data transfer rate. Inductors are coupled to 

each other to exchange data through mutual inductance. In data transmission, a 

voltage proportional to the current change in the transmitting end is applied to 

the receiving end. The amount of voltage delivered depends on the change in 

transmit current and mutual inductance in the case of an ideal inductively 

coupled channel. 

Figure 1.10 is the three representative data transmissions through carrier 

frequency modulation. Each method loads data by intentionally modulating 

different elements of the RF signal, such as amplitude, frequency, and phase.  

Backscatter modulation is load modulation, as shown in Figure 1.11. The 

mechanism of backscatter communication is simple. Modulating the load 

connected to the coupled coil creates the decoupling of two coils. The 

transmission coil detects the electromagnetic wave's distortion and decodes it 

into serial data. 

One radio is a custom wideband Frequency Modulation (FM) architecture 

for low power and high data rate only used for neural recording that can 

broadcast up to 128 channels in real-time.  
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Figure 1. 10. RF modulation technology for data transmission 

ASK, FSK, PSK modulation with the single carrier frequency.   



 

 ３１

 

Figure 1. 11. Backscatter modulation in near-field data and power 

transmission  

Losses associated with resonating capacitors and the mini-loop coils 

(together making the impedance transformer) can be taken into account 

by looking at the S21 of the link. This figure is modified from Besnoff et al. 

in 2016 from IEEE Transactions on Microwave Theory and Techniques [41] 
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On the other hand, radio transmission, which Bluetooth and Wi-Fi use, 

works over long distances at higher speeds and creates connections with 

multiple devices simultaneously. UWB transmitters such as Wi-Fi could 

transmit data of 128 channels or more to the outside at a high sampling rate and 

enable bi-directional or multiple communication. However, to be used as a 

device for implantation in the body, there are disadvantages in that it consumes 

relatively large amounts of power, and the system size is bulk. Conversely, mid-

range communication modules such as Bluetooth or ZigBee have the advantage 

of being able to lower power to a level similar to that of coil communication. 

However, there is an explicit limitation to the data rate, and it needs a separate 

module for bidirectional communication.  

In a wireless communication system, the link margin (LKM) means that 

the system could tolerate an additional power (dB) of attenuation between the 

transmitter and the receiver, which would still barely work. For instance, the 

Bluetooth modules compared in Table Ⅲ have shown a link margin of 92.  

 

Table III Commercially available bidirectional communication devices 

Ref Protocol Data rate Output power 

[42] Bluetooth 2 Mbps 3 dBm 

[43] Bluetooth 2 Mbps 3 dBm 

TI CC2520 ZigBee 250 Kbps 0 dBm 

[44] Wi-Fi 16 Mbps 23 dBm 

[45] Wi-Fi 1.6 Mbps 12 dBm 

[46] UWB transmitter 128 Mbps 27.4 dBm 
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1.3. Dissertation Organization 

This dissertation addresses design methods and evaluation of the 

application-based programmable microstimulator.  

In chapter 2 of Stimulator ASIC Optimization for Artificial Retina, the 

optimization procedure of the stimulator is introduced. After the introduction 

of the overall system in chapter 2.1, the design method of circuits, including the 

high impedance output stage, is proposed in chapter 2.2. The benchtop device 

characterization and ex-vivo experiment results are discussed in detail in 

chapter 2.3. The following chapter 2.4., summarizes the evaluation results. 

Chapter 3: Multichannel Stimulator for Bidirectional Neural Interface is 

arranged in a similar order as chapter 2, showing the considerations for BMI in 

3.1, circuit descriptions in 3.2, benchtop and animal experiment set up in 3.3, 

device characterization and experiment results in 3.4, and the summary in 3.5. 

Chapter 4 discusses the design of distributed microstimulator with a 

proposed ID-generation circuit, followed by a discussion on how this device 

can be further improved in terms of extensibility and dimensional 

miniaturization. The chapter also deals with encoding methods regarding 

photodiode-based ID generation.  

The dissertation is finished with a concluding paragraph for summary and 

future works in chapter 5. 
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Chapter 2. Stimulator ASIC 

Optimization for Artificial Retina 

2.1. Introduction 

Artificial retina, a well-known device to replace the damaged visual 

processing neural network, has been developed for decades after the grand 

success of the cochlear implant. Despite a near-total loss of photoreceptors (PR), 

such as the final stage of Retinitis Pigmentosa (RP) and age-related macular 

degeneration (ARMD), inner nuclear and retinal ganglion cell (RGC) layers are 

partially preserved. Restoring vision by electrical stimulation of the surviving 

neurons may be viable as a vision recovery in retinal degenerative diseases. 

Some retinal prostheses have successfully reached the clinical trial stage [29], 

[31], [47], [48]. However, these devices can only partially restore vision and 

are insufficient to allow the patient to perform daily activities independently. 

Prosthetic vision requires acuity, contrast, and spatiotemporal resolution. The 

lack of these requirements is due to engineering and physiological issues such 

as the low spatial resolution of the hardware or lack of physiological 

understanding of the retinal network.  

For the stimulation ASIC to overcome these problems and further improve 

the visual resolution of retinal prostheses, it is more important to apply them 

based on understanding retinal ganglion cells and visual perception. 

Understanding how the visual pathway and the stimulation work on neural 
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networks help the stimulator to give proper stimulus to the brain. Douglas, a 

retinal implant recipient, once said, "You need to understand that prosthetic 

vision is fundamentally different than a natural vision."  

The retina comprises the nerve, glial, and color-sensing cells, the cones. 

Figure 2.1 shows visual pathways in the retina. Photoreceptor cells at the 

bottom of the retina convert light signals into bioelectrical signals that the 

nervous system can interpret, and these signals are transmitted to retinal 

ganglion cells through bipolar cells and horizontal cells. Optic nerve fibers 

originating from ganglion cells gather at the optic nerve head to form the optic 

nerve. 

Mediating retinal ganglion cell spike rates using high-frequency electrical 

stimulation. Several design issues, such as selectivity and low power 

consumption, are due to the dense tissue of RGC, as shown in Figure 2.2. RGCs 

are classified into two different cell types: ON cell and OFF cell. The two cells 

show distinct responses to light stimuli in the visual pathway [50]. However, 

the electrical stimulation on RGC evokes the same action potential 

simultaneously. The researcher has found that a wide frequency range of current 

stimulus could individually activate each RGC type (ON-OFF cells) [51].  
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Figure 2. 1. Pathway of the visual perception  

The RGC is protected by the sclera, a thick, durable tissue that lines 

the back of the eye [49]. Even if the photoreceptor converts the light signal 

into an electrical signal and transmits it to the RGC, the brain cannot 

perceive visual information unless the RGC combines the information and 

transmits it to the optic nerve. Therefore, studying how RGC processes 

nerve signals into visual information is essential. 
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Figure 2. 2. Population and density of two different retinal ganglion cells 

(a) microphotograph of retinal ganglion cells. (b) ON-OFF cell [52]  
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Meanwhile, the electrode and cell distance must be shorter than between 

the adjacent electrodes. As shown in Figure 2.3, the retinal ganglion cells are 

densely packed, and since the stimulation environment targets the tissue 

surrounded by electrolytes, the current spreads to the stimulation point and 

unwanted areas. Smaller electrode sizes to selectively reach a single RGC 

would enhance the electrode impedance, which requires higher compliance 

voltage and power from IC. It is a problem that must be overcome in sensory 

neural prostheses that require high spatiotemporal resolution. There was 

preliminary research to handle the issues by modifying the structural form or 

materials of the electrode [53], [54]. A three-dimensional electrode allows the 

electrode to approach close to the target cells. Also, it enlarges the surface area, 

which minimizes interface impedance. However, an increase in impedance is 

inevitable in long-term implants. As previously mentioned, electrode erosion or 

the scar tissue's attachment is usually the leading cause.  
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Figure 2. 3. Dense retinal ganglion cells are observed through the 

microscope camera. (a) the population of retinal ganglion cells observed 

with different resolutions [55] (b) spatial resolution requirement in pixels 

(c) population retinal ganglion cells and stimulation charge propagation 
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Also, there are limitations in current injection for sufficient stimulation of 

target cells, considering electrolytes between the tissue and the electrode. 

Understanding the threshold charge to evoke action potentials and delivering 

the minimal charge to the interface are optimal strategies for neural stimulation 

with lower power consumption. Furthermore, limitations on power 

consumption exist to restrict heat dissipation from the system and RF-induced 

heating. In addition, since the system is inserted into the body, it can cause 

thermal tissue damage due to RF communication and stimulation, so a low-

power system is required. 

We propose a programmable microstimulator with fully integrated 

wireless power and data telemetry. The sub-mm-sized current stimulator 

features an extensible architecture with optimized stimulus for RGCs. The 

response and the stimulation site analysis have been conducted with analytic 

tools such as deep learning. 
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2.2. Circuit Description 

The system circuit diagram consists of 8 biphasic pulse generators with 

current DAC, controlled by digital logic. Figure 2.4. illustrates a block diagram 

of the designed IC and test board. Xilinx FPGA module transmits serial binary 

bit command, clock, and reset signal to digital logic. The power circuit with 

13.56 MHz carrier frequency uses a bridge rectifier with 4 diodes and a low-

dropout (LDO) regulator for a 3.3 V supply. 

A bandgap voltage reference is a temperature-independent circuit that 

produces a fixed voltage regardless of power supply variations, temperature 

changes, or circuit loading from a device. In the IC, the bandgap voltage 

reference circuit made of a resistor and CMOS transistors generates a fixed 

voltage of 1.22 V. From that reference voltage, the current digital-analog 

converter (iDAC) generates desired current in 15 stages. Each output pulse 

generator is in a bipolar structure, which means there are 16 electrodes. 
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Figure 2. 4. Block diagram of designed stimulator circuit. 

Microphotograph of the fabricated IC and test bench setup with external 

coil 

IC was wire bonded on the PCB, and the experiment was conducted 

by placing the transmission coil adjacent to each other (right). It exists as 

a single system with a 1 mm2 area. The test pins are cut off after verification 

is complete. 
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2.2.1. Current Controlled Current Source  

The iDAC as a current source is attractive for the lower space used by the 

MOSFET array and the ability to perform some calibration tricks. Most devices 

use the current steering DACs where the output current is multiplied or 

mirrored to the output stage. A current steering DAC substitutes the resistor of 

the resistive DAC architecture with a MOSFET and uses some form of current 

element to produce the result. Current steering DAC, as shown in Figure 2.5, is 

an ideal current source for their straightforward architecture and sophisticated 

current amount control.  

Binary-weighted current steering DAC could control the amount of 

current flow with simple control commands than ordinary current DACs. Also, 

it produces an output current almost equivalent to the digital (binary) input by 

using binary-weighted MOSFETs in the current mirrored circuit.  

Sharing the DAC of the current source reduces the design area and the 

current mismatch of each channel. The DAC, which controls the stimulation 

pulse amplitude, is biased by the voltage reference circuit. The number of bits 

that determine pulse amplitude sets the resolution of DAC. The linearity of the 

DAC is simulated with parallel input of a 4-bit counter.  

Moreover, we used a 1 MHz clock to ensure the operation. After looking 

at the result of operating 10 times faster, we analyzed the operating performance 

at the original speed.  
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Figure 2. 5. Binary weighted current DAC (a) schematic of 4-bit DAC (b) 

current output stage layout 

The number of bits that determine pulse amplitude sets the resolution 

of the DAC. When the digital input of AMP<4:0> increases, the current 

rises from 15 µA (LSB) to 225 µA. The layout of the current output stage 

utilized 140 μmⅹ40 μm area. Each bit contains information about the 

stimulation parameter. With a single fixed clock, 1800 different pulse shape 

is available. When the clock change, the range of the parameter also 

changes 

  

 

(a) 

(b) 
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2.2.2. High Impedance Output Stage for High-Density Stimulation 

Although recent studies search for ways to send vivid visual information 

with a limited number of electrodes or pixels, increasing the spatial resolution 

of the artificial retina is necessary. Compliance voltage is the maximum voltage 

of the output stage that the current source could have for the desiring current. 

Compliance voltage values are user-settable, allowing complete control over 

the sourcing and measurement process. Current stimulation circuits calculate 

and simulate the compliance voltage of the output stage. High compliance 

voltage means the system could endure a larger impedance with the same 

stimulation current. Therefore, modifying the circuit source to sustain the 

variation load is preferred. Giving compliance voltage over 5-12 V by stacking 

MOSFET was shown to be made easily [56]–[58]. 

As shown in Figure 2.6, a biphasic pulse generator takes two forms: The 

current source-sink structure [59], [60] and the H-bridge structure [61]–[63]. 

Current source-sink structures are usually monopolar structures with biased 

electrodes. The bias voltage is generally half VDD or GND, depending on the 

floating voltage. Because of the bias, the output swing of the circuit gets up to 

half VDD. The advantage of using this architecture is that it could save design 

space by sharing the current source and having an output port on one side. On 

the other hand, H-bridge structures are favored for their full output swing and 

easy control of current flow. 
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Figure 2. 6. Conventional biphasic pulse generator. (a) source-sink model 

(b) H-bridge model 

Generally, H-bridge architecture is known to deliver biphasic pulse 

stably and suffer less from shape distortion and charge imbalance.  
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We tried to mix the two models to increase the output swing while having 

a small design area. The regulated cascode current mirror (RCCM) is the most 

preferred solution, which allows high output impedance while getting output 

swings similar to the simple current mirror [64]. RCCM in Figure 2.7 consist 

of PMOS (MP6, MP7, and MP8) and NMOS (MN1, MN2, and MN3), stably 

transferring the current received from the DAC to the electrode. The structure 

offers elaborate current control mirrored from MP11 and creates a biphasic 

pulse form by switching MP9 and MN4 on and off. MP5 and MN10 act as 

inverting amplifiers, lowering the circuit's output compliance voltage. 
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Figure 2. 7. Circuit model of bipolar electrode-tissue interface and 

modified biphasic pulse generator 
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2.2.3. Stimulation parameter and control 

Different stimulation pulses could selectively activate each neuron for a 

retinal prosthesis as various retinal cells are integrated. Pulse width, amplitude, 

frequency, period, and shape are the stimulus parameters that determine the 

amount of charge and exposed time. Table Ⅳ shows the details of the 

stimulation parameter for square shaped electrical pulse stimulator. 

Considering the environment around the electrode exposed to the electrolyte, 

the frequency components of the stimulation are filtered by the capacitance and 

resistance present at the electrode-tissue interface. Therefore, estimating the 

actual charge delivered to the target is needed after deciding the pulse amplitude, 

which controls the area range of the propagation. For instance, in a square-

shaped pulse, the edges are rounded and distorted, decreasing the delivered 

charge by an average of 10%.  

Table IV Stimulation pulse parameters of square pulse stimulator 

Parameters Value 

Type CC/CV1 

Shape Monophasic / Biphasic 

Amplitude 0 – 300 µA 

Pulse width 50 – 2 ms 

Pulse rate 5 – 200 Hz, 1 kHz 

Phase Cathodic-, Anodic- 

Interphase delay 0, 20, 40, 60, 80, 100% 

1 Constant Current (CC) and Constant Voltage (CV) 

The operation mechanism of the stimulator is configured with a state 
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machine and counter. The serial command to the digital controller contains the 

stimulus shape information, which forms a lookup table. All stimulation 

parameters are controllable in our design by employing a universal clock. As 

the universal clock from the clock and data recovery (CDR) circuit become a 

reference to LSB in each parameter, each variable comes into existence in a 

specific combination. Therefore, adjusting each variable's range increased the 

number of sets generated. 

The stimulator has two modes for the bidirectional neural interface: ON-

OFF and real-time. In ON-OFF mode, after receiving the command and 

completing the manipulation of the stimulation variables, the set stimulation 

pulse is sent out as soon as the start signal comes. This method is suitable 

because it is immediate and can reduce the power consumption of the digital 

stage. Also, it is helpful when the stimulation parameters are optimized because 

it could give feedback stimulation while changing only the channel. The real-

time mode processes the serial command and switches the parameters instantly. 

This method has an advantage in that the stimulation channel and the pulse 

shape are changed and sent out every moment, unlike the previous method, 

which requires delivering the same stimulation pulse fixed at the minimum 

threshold value. Although the power consumption is high, it provides 

stimulation feedback similar to a relatively actual nerve signal. 
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2.3. Results 

2.3.1. Benchtop results 

The circuit is designed in TSMC 180 nm mixed RFCMOS technology 

using 1.8 V/3.3 V standard cells. A prototype of the 8-channel stimulator was 

incorporated into a custom PCB for design validation. Figure 2.8. (a) show the 

microphotograph of the fabricated prototype. Including the pad ring around the 

ASIC occupied under 1 mm2. In Figure 2.8. (b), the graph shows the 

measurement of the stimulation output in response to the serial command to the 

IC. The biphasic current pulse burst was measured while the 'ON' signal was 

high. Otherwise, no biphasic current pulse was measured. The most striking 

feature of the result is that a charge-balanced biphasic current pulse was output 

without being affected by load fluctuations. It could withstand changes in 

electrode impedance up to 10 kΩ on each side. As illustrated in Figure 2.8. (c), 

the total charge of the positive and negative waveforms had an error of only a 

few tens of pA. It can be seen from this figure that the charge imbalance 

decreased in the PBS solution than with the load resistor. Figure 2.8. (d). 

demonstrates the pulse frequency modulation result from digital logic 

analyzing the output pulse of the stimulator. 
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Figure 2. 8. (a) Microphotograph of the fabricated IC (prototype) (b) 

constant current pulse with load impedance variation (c) measured 

biphasic current pulse in PBS solution (d) pulse parameter modulation 

result and error range 

The prototype possessed the 8-channel biphasic current stimulator 

and was used in patch clamp experiments with WT mouse retina.  
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2.3.2. Ex vivo experiments with mouse retina. 

The preparation of retinal tissue was as follows, as shown in Figure 2.9. 

C57BL/6NHsd 12-week-old rat eye retina tissues were obtained and fixed on 

filter paper. Immerse the prepared retina in a bath where Ringer's medium flows 

and remove it by pushing the inner limiting membrane covering the ganglion 

cells under the microscope with a glass pipette. Whole-cell patch measurement 

is attempted on exposed ganglion cells, and at this time, intracellular current 

stimulation or extracellular current and light stimulation is applied. When 

stimulating the extracellular tissue, a rectangular biphasic pulse was given at a 

point several tens of microns away from the ganglion cell to be measured with 

the Pt/Ir concentric microelectrode. 

We used wild-type (WT) mouse retina to extract the stimulation parameter 

of retinal ganglion cells with a programmable biphasic stimulator [64]. Whole-

cell current patch clamping recorded the target cell's spike activity. The distance 

between the stimulation electrode and patch clamp recording electrode is 

depicted in Figure 2.9. The 3-dimensional distance from the target cell did not 

exceed 60 μm. Figure 2.10 shows the location of each electrode and the 

appearance of the observation microscope. 
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Figure 2. 9. Ex vivo experimental setup and tissue preparation. 

Both eyeballs were excised. The retinal tissue was torn out and used, 

and the tissue was widely spread and fixed using paper support so that the 

tissue was not shaken. 

  



 

 ５５

 

Figure 2. 10. Experimental setup. The stimulator test board is placed near 

the active electrode. The patch clamp recording electrode is placed on the 

right side of the microscope 

 

 

Figure 2. 11. patch clamp recorded the response of ON-OFF cell with light 

stimuli 
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The stimulation response from light input was first analyzed to regenerate 

a similar response with electrical stimuli. With the experimental setup, as 

shown in Figure 2.11, the retina tissue is placed under the perforated paper 

supports. As previously mentioned, the ON-OFF cells presented a different 

response to the same light stimulation. Therefore, we used the prototype to 

mimic the response by modulating the pulse parameters.  

As seen from Figure 2.12 graph, the spike firing rate of a single stimulation 

pulse depends on the pulse width and percent of the interphase delay relative to 

the first phase. The correlation between spike activity and current amplitude 

has a notable feature in Figure 2.13. The spike frequency varies in the form of 

concentric circles with a 5 Hz and 120 µA two-phase pulse in the center. 

Saturated areas could not be recorded due to the recording amplifier, but 

assuming the site is less active, it would appear light blue. The average data 

indicated that the optimal distance is under 60 µm. It would keep the tissue 

untouched while delivering the stimulation charge with a fair amount of loss. 

Cathodic first biphasic pulse has shown much more spike counts compared 

to anodic. The interphase delay, which was 50-60% of the pulse width, has 

shown the most spike count in every trial. When high-frequency stimulation 

pulses were applied, OFF cells responded at lower stimulation currents around 

80 µA.  
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Figure 2. 12. Spike firing rate. Corresponding to the (a) pulse width and 

(b) interphase delay 

The pulse width of the stimulus apparently and consistently has shown 

that over 1ms only accumulated charge but did not elicit a meaningful 

stimulus-response. 
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Figure 2. 13. Correlation between stimulation pulse amplitude and 

frequency 

The red color indicates that the stimulus-response decreases. In 

particular, the saturation area shows both cases where it is difficult to 

observe the response because the stimulation pulse is too dominant and 

cases where the recorder amplifier is saturated. The change in the 

frequency of spike occurrence in the form of a concentric circle shows that 

the variable's value is optimized for extracellular stimulation at an 

electrode 60 µm away. 
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Electrical stimulation elicits a neural response by opening the voltage-

sensitive ion channels and bypassing the chemically gated channels in the 

stimulated cell. To investigate the threshold of electrically induced responses of 

RGCs in rd1 mice, we tested 160 pulse sets consisting of 5 frequencies, 4 pulse 

widths, 4 amplitudes, and 2 phases. Results indicate similar responses to the 

same range of stimulation parameters. The frequency range and pulse width 

remained the same, but the amplitude had to be higher to evoke a stimulus-

response. Also, even if the amount of charge applied at one time is the same, 

the higher the amplitude, the higher the frequency of action potentials and the 

more constant. The distance between the electrode and the cell was maintained 

at 60 μm in the XY axis to compare the amount of charge accurately reached. 

One more clearly visible part in the shape of the stimulation pulse was that the 

number of action potentials was higher when the cathodic pulse was applied 

first, which was more prominent in the rd1 mouse. The graph in Figure 2.14 is 

the most commonly observed result among stimulus responses. The burst of 

action potential continued when one stimulus pulse was applied, and the 

number of action potentials generated decreased as time passed from one 

stimulus pulse to the next. After the first stimulus-induced action potential was 

observed, almost no action potential was seen when it approached 600 ms after 

the stimulus started. Also, a state of no response for 1 to 1.5 seconds was 

repeatedly observed.   
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Figure 2. 14. Retinal stimulation result of rd1 mouse retina 

The rd1 mouse retina was stimulated with an optimized 

microstimulator. The stimulation parameter that induced action potential 

was identical to the method used for WT mouse retina stimulation, except 

the amplitude was slightly increased.  
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2.4. Summary 

After the retinal degeneration caused by retinitis pigmentosa or age-related 

macular degeneration, the retina loses the ability to sense light signals at 

photoreceptors. Although partial layers of the retina, usually retinal ganglion 

cells remain. We are trying to restore visual perception through electrical 

stimulation. 

Physical and methodological difficulties lag high-density stimulation. 

Since the eyeball is spherical, as shown here, it is necessary to create a system 

that considers curvature. Statistically, with the same material, the open surface 

and structure of the electrode correlate with impedance. Also, the impediment 

that causes higher resistance is at the electrode and electrolyte interface. The 

number of electrodes per area increases resolution, and various visual 

information, such as contrast, should be delivered [65], [66]. First, looking at 

previous research records and FDA-approved devices, the shape can be 

recognized if at least 1000 channels are guaranteed. There are attempts to 

increase the spatiotemporal resolution, but according to research results, 

different optic nerve cells must consistently transmit various nerve signals to 

perceive vivid visual information in our heads stably. Various programmable 

stimulators were proposed based on the theory that the signal diversity of 

complex neural networks should be simulated rather than simply forming 

neural signals. 

Here, we designed a multichannel microstimulator as a prototype to 

investigate selective stimulation with low power consumption. Experiments 
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were conducted using WT rat retinas, and a minimum threshold was found to 

enable selective stimulation. There was a common variable range, but in the 

case of ON-OFF cells, there was a difference in response in the phase difference 

and stimulation frequency. When high-frequency stimulation pulses were 

applied, OFF cells responded at lower stimulation currents around 80 µA. Next, 

this device experimented on the retina of the rd1 rat again. One thing we are 

researching further is that when the stimulation pulse is applied for more than 

600 ms, the AP no longer comes out, and it can be seen that it bursts again after 

at least 2 seconds. 
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Chapter 3. Multichannel Stimulator for 

Bidirectional Neural Interface 

 

3.1. Introduction 

The bidirectional neural interface system for the brain-machine interface 

is a well-known neurotechnology in medical and research areas. Since 

Professor Jacques Vidal of the University of California at Los Angeles coined 

the term 'Brain-Computer Interface (BCI)' in 1973, broad research about 

implantable system design, neural data analysis, and stimulation feedback has 

thrived. BCI, also known as a brain-machine interface (BMI), was initially 

developed to help patients with severe motor disabilities who could not 

communicate. A significant number of publications related to new benefits for 

potential users of BMIs are made annually. For instance, studies reported 

helping stroke patients regain movement [67], [68] or helping neurosurgeons 

map the brain more accurately to perform surgery more quickly and safely [69], 

[70]. The miniaturization of the brain interface device and the diversification of 

networking technology are due to the remarkable development of 

semiconductor processing technology and wireless communication technology 

[71]. In particular, the fully implantable brain interface device, which can be 

inserted entirely into the body, eliminates the threat of infection and discomfort 

from an aesthetic point of view, enabling multidisciplinary research and 
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therapeutic use.  

The most challenging part of utilizing a bidirectional brain-machine 

interface is to analyze the detected neural signal and give accurate stimulation 

output in real-time. Load to the real-time processor varies with their target 

neural signal band. As seen in Figure 3.1, the different spatial resolutions of 

neural signals are recorded according to the placement of electrodes. According 

to the signal band, the amount of data and sampling rate needed for signal 

reconstruction alters. Compared to electroencephalography (EEG), which has 

a range of 250-1000 Hz for sampling frequency, electrocorticography (ECoG) 

has a sampling frequency ranging from 1000-2000 Hz for neurological data 

collection. A sampling rate of 1000 Hz or higher can be an excellent option to 

offer an adequate resolution in the time domain to study and monitor neural 

activity.  

Many brain-machine interface technologies are based on noninvasive 

methods. The normalized complex brain wave potential lowers the resolution 

of the signal, is very susceptible to noise, and the accuracy of local brain activity 

analysis is reduced due to the brain wave's diffraction, spread, and attenuation. 

However, the spatial resolution and quality of signals when using ECoG are 

better, despite using an invasive method. Since signals are measured through 

electrodes on the brain's surface, it is helpful because it can obtain signals 

without damaging the brain. In addition, an invasive method has the highest 

accuracy for transmitting intended stimulation to the target cortex area 

regarding feedback. Micro-Electrocorticography (µECoG) is a minimally 

invasive intra-cortex neurological signal monitoring technique that records 
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electrical potentials and gives stimulation employing microelectrode arrays 

placed on the surface of the cerebral cortex under the scalp. 
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Figure 3. 1. Overall concept of BMI and type of brain signal according to the placement of the electrode [72]  
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As a part of BMIs, neural recording units capture brain signals, amplify, 

digitize them, and transmit them outside the body through a wireless transmitter 

[73]. In addition, attempts to artificially interfere with neural networks from the 

outside by applying stimuli have been reported, going further from studies that 

record and analyze existing neural signals to control external devices. Among 

various stimulation strategies, such as transcranial magnetic stimulation [74], 

[75] or optogenetics [76]–[78], neural modulation through current stimulation 

is an effective means to give a wanted signal as an input to a neural network 

[79]–[81]. In the case of going beyond the animal experiment stage and going 

to human clinical trials, electromagnetic methods are often used for both 

recording and stimulation. 

The purpose and effect of neuromodulation on BMI have been reported in 

recent decades. Some focused on functional electrical stimulation to rehabilitate 

damaged or lost brain function [82]–[85]. On the other hand, some studies 

reported that BMI that evokes tactile sensations improves robotic arm control 

using electrical stimulation as a feedback form of BMI [86]–[89]. The research 

team at Pittsburg university reported a bidirectional brain-computer interface 

generating tactile percepts for people with tetraplegia. The system records 

neural activity from the motor cortex and generates tactile sensations through 

intracortical microstimulation of the somatosensory cortex [90].  

Given the neural signal recording as part of the BMI system, sensory 

feedback through neuronal stimulation enhances the overall efficiency and 

control accuracy. Based on the facts, appropriate stimulation of the postcentral 
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gyrus, found in the parietal lobe, can make tactile senses artificial [91]. The 

tactile data, such as pressure and tension, would let the user control the machine 

more precisely. Several BMI systems with stimulation feedback are developed 

for the wireless implant and tested its functionality [71]–[73]. 

Furthermore, the wireless input and output data transmission system, data 

transmitting in and out of the human brain, is essential for building the 

connection between the human brain and others. Since it is big data, real-time 

signal acquisition and signal processing and giving feedback to the brain again 

need a reliable and robust data stream. A micro-sized device implanted on the 

brain surface collects each of their signals and transmits them to the receiver 

outside the human body. Given the environment of the human body, radiation 

and heat are critical concerns. 

However, the current implantable BMI system has an unacceptable noise 

level and requires much power consumption to be implanted. The need for 

appropriate approaches to design a BMI circuit system gradually increased. 

Ultralow power consumption is pursued so that the results of this study would 

be used for preclinical and clinical applications with a wireless power transfer 

system. 
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3.2. Circuit Description 

In this chapter, a fully implantable multichannel BMI system has been 

presented. 128-channel recording module and 32-channel stimulation module 

are integrated into a single chip with 180 nm RF general process occupying 

around 22 mm2 areas. As the proposed design has both digital and analog 

circuits, the design flow follows the procedure of mixed circuit design. Our 

design flow is featured in Figure 3.2 according to each design step. Five tools 

are used in total, though the HFSS antenna simulation tool is not mentioned. 

The core parts of the recording and stimulating module are simulated in cadence 

virtuoso spectre. It is then integrated with digital logic, designed in Synopsys 

tools. First, Verilog scripts are simulated with ModelSim from Mentor. For 

high-speed clock modules connected to RF circuits are revised with VCS. 

Synthesis with the design compiler is repeated several times with its constraints. 

After the formality check, IC-compilerⅡ places and routes to draw the layout 

of the digital circuit. Pads are unnecessary for the current design, such that the 

GDS file from IC-CompilerⅡ only makes input pins. Import the GDS file to 

the virtuoso spectre and Verilog code file for AMS simulation and post-

simulation with analog circuit design. AMS simulation and pre-simulation are 

compared and revised for mixed integrated layout simulation. Using HFSS and 

a network analyzer, impedance matching between the antenna and rectifier is 

applied. 

Analog circuit design aims to separate the interference and environmental 

noise from the connected power supply while maintaining low power. The 
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ground line isolation is conducted with a power cut similar to ferrite beads. Four 

regulators supplied power to digital and analog circuits in 1.2 V and 3.3 V for 

isolation and stable performance, respectively. As the recording unit operated 

at 1.2 V and the stimulator operated at 3.3 V, separation was easily achieved. 

  

 

 

Figure 3. 2. Design flow of ASIC simulation and backend process 
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Figure 3.3 illustrate the post-implant placement of the proposed system. 

Since the system connected to the implanted electrode is thin, the skull is 

slightly dug out, and the system is placed. The power reception and data transfer 

antenna is to be placed above the skull and the skin tissue for efficiency. The 

Block diagram of the system in Figure 3.4 describes IC and passive components 

integrated into PCB. The system consists of an IC with the main functions of 

recording and stimulation integrated and an external transceiver 

communicating with the signal processor on the computer. The core IC has 

several parts, which are 128-channel recording modules, 32 channel stimulation 

module, a power management module, and a bidirectional communication 

module using backscatter communication and DPSK modulation with 16 MHz 

carrier frequency.  

The recording modules capture brain signals and amplify and digitize them 

to transfer outside the body with a transmitter. This unit's primary concern is 

minimizing power consumption and the silicon area, maintaining overall 

performance. For the module to achieve high SNR at the output of the neural 

amplifier with noise reduction technology, we designed a low-noise amplifier 

with an appropriate gain considering artifacts and quantized it using a time 

division technique. Also, they are digitized with an analog-to-digital converter 

(ADC) to transmit neural signals outside the body. 

The programmable controller in the stimulation modules decodes the 

serial input data and modulates the stimulation pulse parameters. The state 

machine and counter decide the degree of freedom in modulation in the digital 

logic. The control command from the digital logic turns on-off the analog 
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switches in biphasic pulse generators. DAC-sharing architecture saved area and 

power. Current mismatch through the current mirror is addressed with a 

common source (CS) feedback circuit at the output stage. 

The real-time brain-machine interface is designed to convert binary data 

into original neural signals and find meaningful data from each channel. 

External board with duplexer filters out unnecessary signals received from the 

antenna, and digitizes it. The MATLAB-based signal processor analyzes the 

neural data and gives stimulation commands corresponding to the queue. 

  



 

 ７３

 

Figure 3. 3. Illustration of system placement and the electrode 

 

 

Figure 3. 4. Block diagram of the overall neural interface system 
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3.2.1. Current DAC and Biphasic Pulse Generator 

The biphasic current pulse is preferred for preventing excess charge 

accumulation over time, which causes tissue destruction and electrolysis with 

electrode dissolution. Moreover, as the stimulation architecture affects the 

reaction of the tissue and stimulation efficiency, a bipolar structure is chosen to 

produce more focused and selective stimulation. 

Since the size of the whole system is a considerably big issue, 5-bit iDAC 

is designed to control the amplitude of the output current pulse. As we tried to 

control the parameter manually with the input data from outside, the LSB of 

pulse width and period is based on the system clock, which is 1 MHz, counting 

until the assigned value. With an LSB of 10 µA, MSB is 310 µA which is 

thought to be optimal for stimulating the target cells. 

Figure 3.5 is the schematic of the stimulator analog backend. The startup 

and voltage reference circuits generate reference current after the supply 

voltage gets 1.67 V. From the simulation, piece-wise linear (PWL) voltage input 

(0-3.3 V) to the VDD has verified the PSRR of the system. The bandgap voltage 

reference circuit works as a calibration circuit for the voltage reference circuit.  

As a stimulation module, the system gives a large output current to the 

electrode-tissue interface, which is usually high impedance. A high output 

swing is needed to sustain high compliance voltage while maintaining high 

output impedance. A modified low voltage regulated cascade structure is used 

at the output current mirror of the biphasic current source. As an advantage, low 

output compliance voltage offers high output impedance and consumes around 

40 µW of power. 
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Figure 3. 5. Circuit diagram of stimulator analog frontend 
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3.2.2. Digital Logic 

Digital logic is the core part of a programmable stimulator. Low power 

consumption and scaling down the system are mainly done by optimizing the 

digital circuit. The structure of the Verilog code mostly determines the power 

consumption and area. Through several simulations, we conclude that the case 

statement uses less power and design area than switch and if/else if statements. 

The layout of the digital circuit occupying an area of 0.16 mm2 

Stimulation impulses are designed based on divided bits and counters. 

Serial bits with the synchronized clock signal and reset are the essential three 

components of Digital logic. The state machine and multi-bit counter are the 

fundamental algorithms that decode the stimulation command. Figure 3.6 (a) 

shows the binary bit information of the serial input, and (b) is the timetable of 

the digital logic.  
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Figure 3. 6. Digital logic command information (a) Serial data bit information that is synchronized with the clock signal (b) 

Timetable of pulse generation and counting 
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3.2.3. Bidirectional Communication 

In bidirectional communication, reducing the interference between two 

communication methods is a critical concern influencing data transmission 

efficiency. The transceiver's design condition, especially with single coil 

communication, affects whether it chooses to use the different modulations 

among amplitude, phase, and frequency. The key design considerations are 

power, area limit, or carrier frequency range. Low power consumption and a 

small design area are strictly maintained because the system is designed for an 

implant. Given the above conditions, we chose phase shift keying (PSK) 

demodulation, which uses noncoherent detection to avoid using PLLs. 

Furthermore, the proposed scheme can demodulate the data signal with power 

interference without additional circuits. 

Noncoherent detectors are widely used in RF applications despite their 

higher bit error rates since they can be implanted much more simpler than 

coherent ones with lower power consumption. Noncoherent detection uses 

subsampling for data demodulation [92]. There are two ways to implement 

subsampling. One is to digitize the carrier signal before sampling, which is 

sensitive to jitter when sampling occurs on the transition edge of the digitized 

carrier signal [93]. Another approach is to sample the analog signal and process 

it in the digital domain to avoid rapid amplitude changes in the sampled signal. 

When sampling at the zero crossing of the signal carrier, the sampling jitter 

presents much less error than its digital counterpart. However, the latter 

approach requires analog-to-digital converters (ADCs) that consume more 

power for implantable devices with high data rates. Our approach solves the 
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problem by designing a 1-bit ADC in low supply voltage, sampling the analog 

signal, and processing it in the digital domain. 

The noncoherent differential phase shift keying (DPSK) demodulation 

scheme is converted to circuit design mainly using digitization and binary bit 

operations. All the circuits for data demodulation are designed with a fully 

differential topology for charge injection cancellation and power supply 

rejection. This method uses the phase of the RF signal, which has the advantage 

of a low bit error rate in a poor communication environment. A constant 

amplitude carrier signal provides stable power transfer at high efficiency. Also, 

the constant carrier frequency allows for the use of fixed-size antennas, which 

can be designed for optimal data and power coupling. The circuit operates under 

a 1.2 V supply voltage, and total power consumption is 46 µW 

As shown in Figure 3.7, DPSK (Differential Phase Shift Keying) in binary 

bit is used for data demodulation. The demodulation circuit comprises a 

differential clipper, 1-bit ADC, comparator, half-duration delay circuit, and gate 

operators. The serial data is decoded by comparing the former 1-bit with the 

current 1-bit data through the XOR gate. When the current data is different from 

the former, the value is "1"; on the other, the value is "0".  
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Figure 3. 7. Clock & Data Recovery of downlink communication. Data 

demodulation circuit and its timetable 
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Differential clipper and 1-bit ADC digitize the sinusoidal signal to binary 

serial bit. Figure 3.8 and Figure 3.9 shows the signal processing of the clock 

and data recovery circuit. When there is no phase distortion, clock signals are 

reconstructed while the data remains zero. As shown in Figure 3.9, the phase 

distortion is detected to 1-bit ADC.  

The digital blocks were combined using only standard cells, excluding IO 

cells, the GDS file was extracted and ported to Cadence Virtuoso, and the layout 

was completed by connecting to analog I/O pins. Connecting analog I/O pins is 

designed to prevent signal distortion by inserting an appropriately sized buffer 

according to the load value extracted from PEX.  
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Figure 3. 8. Signal process of clock recovery circuit 

 

 

 

 

 

Figure 3. 9. Signal process of DPSK demodulation circuit 
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Unlike conventional data transceivers, backscatter communication uses an 

RF source from a Tx coil to convey data, meaning there are no additional 

amplifiers or RF generators for the transmitter. It allows the system to operate 

in low power and compact size. From the ISM band frequency, a suitable 

frequency for wireless data transmission is decided considering the size of the 

system and penetration depth of field interacting between inner and outer 

devices. 13.56 MHz frequency seems appropriate for their antenna size and 4 

cm depth. However, as the clock signal is recovered from the carrier frequency, 

we chose 16 MHz for accessibility.  

Figure 3.10. depicts the wireless data and power transceiver of our system. 

The external demodulator filters out the neural data from the carrier frequency 

with the duplexer. According to the serial data from the recording front end, the 

modulator turns on-off the NMOS, which eventually changes the load of the 

coupled coil. Meanwhile, the same coil stimulation control command is sent 

through phase shift keying modulation. Time-varying loads made of NMOS are 

placed right in front of the rectifier.  

The digital control unit is designed with a block that sequentially transmits 

128-channel quantized neural signals to the wireless data transmitter, a block 

that controls the on-off of the analog multiplexer, and a block that generates a 

phase synchronization code to notify this. A phase-locked code is placed in 

front of the 127 quantized signals and is generated at every starting point. The 

timing diagram of the designed digital controller is shown in Figure 3.11. In the 

system, 16 amplifiers and 1 SAR ADC make up one module, and 8 modules 

combine to implement 128 channels. SEL[7:0] is a signal for selecting one of 
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8 modules, and VC[15:0] is activated when digitized data of one channel is 

extracted from a module composed of 16 neural recording channels. For 

example, our animal experiment used 732 HzS/s for ADC with a modulating 

frequency of 1.5 MHz. External duplexer filters out carrier frequency and 

targets the modulating frequency. The backscatter modulation follows the serial 

data from the digital control unit. The power consumption of the digital section 

at this clock is about 200 µW. 
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Figure 3. 10. Circuit diagram of bidirectional communication  
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Figure 3. 11. Timetable of digital logic between the ADC and backscatter 

modulator 
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3.2.4. RF Energy Harvesting 

The basic principle of energy harvesting circuits is short-range 

communication (NFC to 13.56 MHz) based on electromagnetic induction. This 

wireless system requires a transmitter with a loop antenna that is adequately 

aligned to the receiver circuit implanted in the brain to transfer power efficiently. 

Applying the NFC approach to wireless power enables a cheap and relatively 

simple method for wireless implantable neural systems. Additionally, this 

wireless powering methodology utilizes the low-frequency near-field and has 

lower specific absorption in laboratory animals compared to far-field systems 

and lower losses than higher-frequency bands. Although implanted devices can 

be small, large coil sizes (more than 10 mm in diameter) limit the implantation 

of multiple devices. Energy generation in our design uses a 16 MHz carrier 

frequency.  

We customized two near-field resonance coils to optimize the efficiency 

of electromagnetic transfer between the Tx and Rx coils from simulation to 

fabrication. HFSS simulation proceeds using a human body layered model 

composed of skin, fat, bone, and muscle. In Figure 3.12. the 3D simulation with 

HFSS shows electromagnetic field propagation between the two coils. The 

antenna coupled in that carrier frequency uses a matching capacitor showing 

S(1,1) feature as in Figure 3.13. By using the smith chart, onboard components 

are used to match the output input impedance of the antenna to 45 Ω. Also, the 

customized coil with a matching circuit is verified by comparing the simulation 

and measured results. 
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Figure 3. 12. HFSS simulation result of 16MHz matched coil designed in 

F-PCB 

 

 

 

 

Figure 3. 13. Impedance matching of coil antenna. Smith chart and 

equivalent circuit for matching the impedance to 45 Ω 

  



 

 ８９

Figure 3.14 shows a zero-threshold rectifier with a voltage multiplying 

stage. For the LDO (Low Drop Out) regulator to generate stable 3.3 V output, 

the rectifier uses 4 stage architecture. It employed a native NMOS transistor for 

the lower threshold voltage. Implementing only NMOS makes it easy to 

integrate bulks at the ground. The modified DC rectifier is designed based on 

the Dickson charge pump rectifier. In the single-stage, (Cp-pF) blocking 

capacitor stores leaking current which turns on the following transistor in the 

next stage. For example, a passive rectifier uses a diode connection transistor 

as a switch, allowing current to flow in one direction during one cycle. It 

requires the input AC signal above the diode threshold to turn on this switch, 

the Vth of this transistor.  

In this case, a dead zone occurs when the rectifier does not flow current 

when the input signal is less than Vth. Knowing that Vth is a small amplitude 

signal processing in which the collected energy of the insert is attenuated by 

penetration loss and does not scale well with the reduction technique can be a 

real problem facing the power supply design for NFC tags. It is recommended 

to improve induction link power efficiency and minimize induction output 

voltage for insertion into most induction power systems. The 5 stages of the 

Dickson voltage rectifier are determined based on the stage calculation for 

target output voltage as in [94]. As the LDO regulator needs at least 3.7 V to 

start and produce a constant 3.3 V output, we calculated the number of the stage 

with 500 mVpp sinusoidal input. 

If the designed rectifier receives sufficient power, two LDO regulators will 

be turned on. One LDO supplies a stable supply voltage to the stimulation 
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system, and the other supplies for neural recording module. If we think some 

parts need noise-chopping techniques, we design another LDO block separately. 

The regulator consists of a conventional PASS transistor, an error amplifier, a 

startup circuit, and a reference voltage generator. The overall target gain is over 

80dB, and the phase margin is 60°. Recently, capacitor-less regulators have 

been reported frequently. In our design, as shown in Figure 3.15, we use an off-

chip component of a 1 µF capacitor to solve the phase margin problem. 

Rectifier provides a 3.7 V output voltage to the 500 mAh battery through 

the coil antenna. A rechargeable battery was added optionally during animal 

experiments. Figure 3.16 is the battery charging characteristic through a 

wireless energy harvesting circuit. 
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Figure 3. 14. Circuit diagram of N-staged Dickson rectifier 

 

 

 

Figure 3. 15. Circuit diagram of low-dropout (LDO) regulator 
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Figure 3. 16. Rechargeable battery charging characteristic 

3.7 V source from the rectifier output charged the battery. The charge 

protection circuit integrated into the battery ensured safe and fast 

charging even from the coil antenna. 
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3.3. Experimental Methods 

3.3.1. Benchtop Experiments 

The photos in Figure 3.17 show two system prototypes with different 

communication methods. Both prototypes' multi-channel recording and 

stimulation circuits used the same core circuit and were analyzed and evaluated 

in air and PBS solution. A separate radio data communication version was 

tested to compare overall power consumption and data transfer performance. 

In comparison, in the bidirectional communication method, the first design 

received stimulation commands using Bluetooth, and the other received all data 

using one coil. The wireless data transmission using the BLE module used a 

different data format known as UART with the 1843200 bit/s baud rate. This 

condition allowed a sampling rate of 732 Hz. Only 96 channels (64 recordings 

& 32 stimulation) were available with the limited data rate.  

On the other hand, the second prototype assembled the antenna and other 

passive components on a 9 cm2-sized PCB. There is a clock & data recovery, 

and demodulation circuit for data communication. A function generator and 

spectrum analyzer were used to generate and analyze the RF signal. Also, the 

system's power consumption was measured using a power meter. 
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Figure 3. 17. Evaluation boards for core ASIC (top), LQFP packaged IC 

integrated on board with BLE module (bottom) 
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Several test steps were performed to evaluate the IC thoroughly. 

Stimulator validation focuses on the characterization of charge imbalance, 

pulse shape consistency and accuracy, and power consumption. The data 

transmission performance is first tested independently, then simultaneously. 

Power transmission efficiency and data error rate are compared with simulation 

data and measured data. Phantoms mimicking body layers are designed for 

validation as the device is implanted in the body.  

The phantom was created to test the in vivo environment in which the 

device is inserted. Gypsum plaster was the chief ingredient for the skull 

phantom fabricated using distilled water in a rectangular film box. The skin, fat, 

and CSF phantoms were fabricated with agar, glycerin, polyethylene powder 

(PEP), and sodium chloride. Here, distilled water can be said to be the standard 

for all solid phantom relative dielectric constants. NaCl controls the 

conductivity, and glycerin and polyethylene powder handle the relative 

dielectric constant. Agar is used for maintaining the shape and has a low 

influence on the permittivity. They were cooked and prepared in a laboratory at 

room temperature [95].  

Experimental setups of both air and phantom are designed as shown in 

Figure 3.18 and Figure 3.19. The ruler and antenna stander help accurately 

control the distance in wireless telemetry validation. 
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Figure 3. 18. Experiment setup of bidirectional communication in air 

1-4 cm distance between the antenna was analyzed by comparing PTE. 

Also, we swept the source frequency remaining the same power to find the 

matching frequency.  
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Figure 3. 19. Bidirectional communication test with tissue and skull 

phantom between 

Unlike the results from the air, power transmission with a phantom 

sandwiched between showed a sharp decrease in power, but the error rate 

remained the same 
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3.3.2. Animal Experiments 

Non-human primates are the final stage of animal experiments and are 

considered the prelude to human clinical trials. Our system aims at a brain-

machine interface for realizing the movement of the upper extremity of the right 

arm by recording ECoG. To this end, the M1 signal is recorded, and a stimulus 

signal is given from the somatosensory cortex to implement accurate upper 

extremity movement like a machine. Some research has shown that ECoG 

signals from the motor cortex in the 70–160 Hz range strongly encode actual 

and imagined motor activity [96]–[99]. Also, the signal band under 40 Hz, 

particularly the beta band (18-30 Hz), is known to be correlated with sensory-

motor integration [100]. The device's performance was evaluated with the help 

of researchers from Sungkyunkwan University.  

We implanted two 96-channel intracortical microelectrodes (Utah array, 

Blackrock Microsystems) into the left hemisphere primary motor cortex (M1) 

and parietal cortex (5d), respectively. One male rhesus monkey (Macaca 

mulatta), an 8-year-old, was used in the experiment (6.7 kg). All procedures 

were performed under the guidelines for the welfare of experimental animals 

approved by the Institutional Animal Care and Use Committee in the Daegu 

Gyeongbuk Medical Innovation Foundation (DGMIF17021003-01).  

When an external device for collecting cranial nerve signals and electrical 

stimulation from an implanted multichannel electrode array is connected to a 

primate, the primate is at risk of shaking its head and damaging the connection 

device. Also, as our power and data transmission relies on a near-field 

communication antenna, the abrupt movement could cause data loss. Therefore, 



 

 ９９

the head fixer is used during the experiments. The experimental setup shown in 

Figure 3.20 has been constructed to measure up to 192 channels using the black 

rock electrodes (A79025, Omnetics Connector Corporation) and head stage. 

The detailed features of electrode mapping are accessible in Appendix Ⅰ. 
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Figure 3. 20. Experimental setup of monkey head-mounted system 
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3.4. Results 

The bidirectional neural interface needs recording of the neural activity 

while delivering sensory feedback through electric stimulation. The 128-

channel analog frontend into the same SoC of the multichannel stimulator is 

suggested for compact neural interface implant. Figure 3.21 is the 

microphotograph of the designed IC. 

Given the bench test results of our previous single-channel recording 

module, several parts are added and revised. Significantly, the number of 

channels of each recording and stimulation module increased, and both data 

were transmitted wirelessly in different carrier frequencies. Also, the wireless 

data modulation scheme for receiving and transmitting parts is to avoid signal 

interference. 

We have designed a neural signal-measuring low-noise amplifier for 

several years and verified that it has a 3 µV input-referred noise while 

consuming 1 µW of power. The neural recording amplifier that is being recently 

reported consumes a few microwatts of power, and the input-referred noise is 

generally several microvolts or less. Since the neural signals are widely 

measured from 5 mV to several tens of microvolt, at least the system noise 

should be less than 10 µV considering the signal-to-noise ratio. 

The A/D converter type that we are designing is a successive 

approximation register, and we aim at a 12-bit resolution. The basic structure 

consists of a capacitive array, comparator, and SAR logic. After the SAR A/D 

logic, 16 to 1 MUX is designed for serial data transmission. 
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Due to the LNA implemented at each multi-electrode array, a low-noise 

neural signal is earned in real-time. Compared to the previous design, the gain 

of the amplifier is improved, and the whole chip size decreases by 8%. The data, 

considering the bad WDT efficiency and the idea of dividing the input serial 

data into two modes so that the device does not need to process all data every 

time, did not show many conveniences and instead had a bad influence on 

overall setup and increased data error rate.  

For its flexibility and low threshold stimulation, the stimulator design is 

based on effective stimulating parameters, so selective stimulation of neurons 

is available. Hence, the temporal and spatial resolution could be increased 

compared to the number of electrodes. Each 36-bit binary data controlled the 

CMOS switches and changed the parameters to find optimal pulse parameters. 

This design is targeted to test the data transmission and verify the constant 

current flow while varying load impedance. Also, the electromagnetic field 

would be examined with the electrode attached at the back end of the system.  
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Figure 3. 21. Layout and microphotograph of bidirectional BMI IC 
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3.4.1. Multichannel stimulation with recording in real time  

The results obtained when the recorder and the stimulator were operated 

concurrently are shown here. Figure 3.22 shows the analyzed results of the 

system in PBS solution. The result revealed that system noise up to the wireless 

module is about 5 µVrms, consuming 390 µW when measuring a 5 Hz and 60 

µVpp sinusoid signal and baseline signal in PBS solution. According to the 

recorded frequency range, the analog filter with a cutoff frequency of 300 Hz 

filters out the stimulation artifact before the digital filter.  

 Next, the error range of stimulation pulse parameters was evaluated 

through repeated trials. Both resistors and PBS solution characterized the 

biphasic pulse generator (BPG). The maximum amplitude was 280 µA over 10 

- 1 kHz pulse frequency and 50 µs - 3 ms pulse width. The stimulation pulse 

shape is determined by referencing the duration of the clock, which is 1 MHz. 

LSB of pulse width and frequency is modulated through the counter and saved 

in the state machine. Figure 3.23 has two different pulse shapes modulated from 

the phase controller. Interphase delay and first phase are defined in the serial to 

the parallel converter in the logic controller. 
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Figure 3. 22. Evaluation results in the PBS solution  

The figure shows clean reconstruction results of the recorder during 

stimulation operation. Also, in the PBS solution, the stimulation pulse had 

a uniform biphasic square wave. 
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Figure 3. 23. Biphasic pulse recorded in PBS solution 

Researchers have reported that the interphase delay in biphasic pulse 

prevents charge accumulation and dc offset from increasing near the 

electrode. With the programmable stimulator phase, pulse width, 

frequency, and amplitude could be modulated. A differential probe was 

used to measure the floating stimulus in the PBS solution. 
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3.4.2. Bidirectional Communication 

The DPSK data recovery block is next to 128 channel recording module 

and post-data processing digital circuit. Above it is the 32-channel stimulating 

module and power management circuits, including 4 stage dc rectifier and 

regulator, using a 16 MHz carrier frequency. The area used in 5 mm × 5 mm 

chip space, excluding the Seal Ring and pad ring, is 4.8 mm × 4.5 mm. 

In Figure 3.24., we measured the modulated RF signal received through 

the coil and the DPSK demodulated data and clock signal. After the phase 

conversion, the binary bit shows 1 for a single clock. The overall power 

consumption of the demodulation circuit was about 430 µW. The error rate was 

checked by transmitting the monotonically increasing pattern. During the 

benchtop test, the data reception antenna was characterized using a spectrum 

analyzer to accurately determine the backscattered signal's frequency 

bandwidth. 

The results in Figure 3.25 show baseband wireless power signal and 

recovered bit stream transmitted to the PC using FT232RL. Since the maximum 

sampling rate per channel for ECoG signal measurement is 1 kS/s, for a total of 

128 channels, the digital stage must be driven at a rate of 128 kS/s. It takes 16 

clocks to quantize a single analog signal, and the total clock required by the 

system is 2.048 MHz. The maximum clock available is 2.2 MHz, the upper 

limit of the analog filter successfully dividing the uplink and downlink. At that 

clock, the power consumption at the digital section is about 200 µW. 
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Figure 3. 24. DPSK demodulation results 

It was confirmed that the downlink 2.5 MHz DPSK modulation signal, 

power transmission signal, and uplink signal backscattered at 1.5 MHz are 

separated independently by the custom-made low-frequency duplexer. 

With the clock, 732 kS/s sampling in ADC allowed 128 channel signal.  
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Figure 3. 25. Backscatter transceiver demodulation result 
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3.4.3. In-vivo Experiment 

Figure 3.26 shows the experimental setup of the animal subject. Since the 

number of animal subjects was limited, a head fixation system was constructed 

instead of implantation in the body for safety. Bi-directional data transmission 

with BlueTooth and coil communicated with an external board connected to the 

computer. According to the in vivo experiment, bypass mode transmission with 

near-field RF communication Bluetooth had a negligible effect on time delay 

and data loss. To ensure that ECoG neural signal data from the motor cortex of 

a rat are received well in real-time, a two-channel recording and two-channel 

stimulation system were customized for the neural signal data coming from a 

rat. The graph in Figure 3.27 is the stack of recorded 128 channels through 

wireless data transmission.  
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Figure 3. 26. Photograph of an animal experiment  

Both monkeys and rats were the experimental subjects. Given the 

rat’s head size, only some channels were used, and wireless communication 

experiments were conducted. The head-mount system with our core IC was 

individually designed. In both animal experiments, a rechargeable battery 

was additionally installed for stability to prepare for long-term 

experiments and sudden movements.  
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Figure 3. 27. Fully recorded ECoG signal. One-minute trial of 128-channel 

recording working with a sampling rate of 730 Hz in ADC.  
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Figure 3.28 (a) signal plots of recovered 64-channel recording of ECoG. 

The reference electrode sets the baseline of signal reconstruction. Digitized 

signals were calculated considering the sampling rate of 1 kHz and the total 

gain of 60 dB. The entire stimulus waveforms are not visible because the 

recording module's sampling rate per channel is lower than the stimulus's 

frequency component. In addition, the signal attenuation at a few kHz is 

insignificant because the analog filter embedded in the chip has only one pole. 

Thus, the applied current stimulation is not fully recorded but is monitored as a 

significant high-frequency component. Artifact removal with a moving average 

filter deleted the distortion from the raw ECoG signal. We displayed the raw 

ECoG signal with the artifact and after the removal, as shown in Figure 3.28 

(b). The black line passes the ECoG signal verification algorithm using the 

water feeding tube for the feedback experiment.  
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Figure 3. 28. Recorded multichannel signal and post-processing (a) ECoG 

signal recorded with 128 channel recorder (b) Recorded ECoG neural data 

with stimulation artifact and after its removal 

  

0.0 0.2 0.4 0.6 0.8 1.0
-0.8

-0.6

-0.4

-0.2

0.0

0.2

0.4

0.6

0.8

1.0
A

m
pl

itu
d

e
 (

m
V

)

Time (s)

(a) 

(b) 



 

 １１５

MATLAB shows the partial elements of neural signal with a 4 s window. 

The placement of the window plot shown in Figure 3.29 in the GUI is related 

to the actual mapping with the implanted electrode. The buffer contains the data 

amount of 6 s and sends the packet of 2 s depending on the queue flag. This 

algorithm minimizes the data loss through a tight data rate and takes time to fix 

the error due to the lost bit.  

The hand grasp response was induced at times t=10 s and t=30 s. In Figure 

3.30, each trial was conducted for 60 s and recorded with both electrode and 

camera. 128 electrodes record continuous neural signals, which takes 60 s for a 

single trial. MATLAB captures the ECoG signal with every window size of 2 s 

and displays it in 4 s to show it as moving on one side.  Subplots show the 

PSD of the single window during Trial 1. The PSD before, during, and after the 

stimulation shows the variation of the ECoG signal in different frequency bands. 

Also, we used Blackrock multichannel recording system to reference the noise 

level. The wireless system is well known for noise independence from ground 

noise. Figure 3.31 compares the noise level using the BlackRock recording 

system as a reference. 
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Figure 3. 29. The capture of the experimental results from 36 out of 128 

channels in real-time through MATLAB. The chosen raw signal are 

mapped according to the channels in MEA 
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Figure 3. 30. Schematic of the real-time neural signal plot  

128 electrodes record the continuous neural signal, which takes 60 s for a single trial. The window size of data processing is 

2 s. Subplots show the PSD of the single window during Trial 1. 
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Figure 3. 31. Noise level comparison with commercial wired implant 

Blackrock multichannel recording system with wired data 

transmission interface is used as noise reference.  
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3.5. Summary 

Fully integrated bidirectional BMI implants and system efficiency are 

necessary from a cosmetic perspective. Also, the increased number of channels 

in a single system raises data bandwidth and makes it impossible to stream raw 

data wirelessly to the control unit. Internal signal processing of the implant is 

essential to reduce the bandwidth to enable wireless transmission. We designed 

an ultra-low power bidirectional BMI microsystem for electrocortical recording 

and stimulation. 128-channel recording and 32-channel stimulator are 

integrated into a single IC but work independently in real-time. Design 

considerations were to minimize noise and interference from the stimulus 

analog backend and affect the recording analog frontend.  

Furthermore, our system has the advantages of having a higher number of 

channels in both recording and stimulating, fabricating at a smaller size, and 

operating with low power. The A/D converter type we designed is a successive 

approximation register with a 10-bit resolution. The basic structure consists of 

a capacitive array, comparator, and SAR logic. After the SAR A/D logic, 16 to 

1 MUX is designed for serial data transmission. In the microstimulator, 

choosing charge balancing biphasic current pulse for stimulation allows it to 

give selective and precise stimulation without making leakage charge and high 

power consumption. Backscatter communication is an excellent way of 

transferring a large amount of data with low power consumption. The DPSK 

modulation method could sustain the rippling carrier wave and demodulate data. 

Since the fabricated system in this study transmits the measured neural signals 
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and receives the command by backscattering, thus the compact size and ease of 

operation are beneficial features for implantable devices. Also, the rechargeable 

battery guarantees a full-time investigation of approximately one hour. The 

system was integrated on a single IC occupying a 4.8 mm × 4.5 mm area. The 

detailed specification of the system is analyzed in Table Ⅴ. 

In addition, the efficiency of the wireless power receiving circuit, the 

efficiency measured at the bench top, and the efficiency of the fully integrated 

system with the antenna and packaging are pretty different. When inserted into 

a body full of electrolytes, the operating efficiency is often reduced to less than 

half due to various interferences such as scar tissue, water, or bones. Moreover, 

design specifications are given tight in the case of a low-power ultra-small 

system. As mentioned above, other factors that decrease efficiency are 

stimulation rate, mode, the number of electrodes (channels) used, and 

stimulation pulse parameters varying depending on the subject and disease. 

Therefore, it is vital to give a sufficient margin because factors decrease 

efficiency when applied to an animal model. 

Regarding upper extremity rehabilitation, the bidirectional wireless 

operation with a transmission distance of over 1min shows benefits. However, 

sampling frequency and recording channel limitations remain unsolved. Based 

on our prototype, we would continue further study this system to develop an 

implantable system for behavioral tasks.  
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Table V System specification 

 This work [101] [102] [88] 

Supply 

voltage 
1.2 V / 3.3 V 3.3 V 1.8 V/3.3 V 

0.8 V/1.2 

V/5.5 V 

Total Power 

Consumptio

n 

1.4 mW (rest) 

20 mW (stim) 

600 µW(record) 

12-51 mW 172 mW 1.4 mW 

Total Chip 

Areas 
4.8 × 4.5 mm2 

35 mm (di) 

10 mm (thick) 

36 × 33 × 15 

mm3 
3.2 × 0.8 mm2 

# of channels 128 max. 32 128 16 

ENOB 9.3 bits - - 9.0/6 bits 

Total 

Gain/sampli

ng rate 

60 dB / ~1 kHz 

192/ 

800 SPS/ch 

~30 kSPS/ch 

1000/ 

1 kSPS/ch 

34 dB/ 

1 MHz,5 kHz 

Bandwidth 3 Hz ~ 330 kHz 0.1-20 kHz 1-500 Hz 0.3-1 kHz 

Input 

referred 

noise 

~3 µVrms - 1.6 μVrms 1.58 μVrms 

# of channels 32 max 4 8 16 

Stim 

Current 
~280 µA 40 µA 100 µA 

~255 µA/2 

mA 

DATA RF 

link 

DPSK/ 

Backscatter 

2.4 GHz RF 

link with 

>uESB 

protocol 

Bluetooth 
UWB 

transceiver 

Transmissio

n 
16 MHz 2.4 GHz RF Bluetooth 1.6-1.7 GHz 

High data 

rate 
2.2 Mbps - Baud rate 10 Mbps 
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Chapter 4. Addressable Microstimulator 

with new ID-Generation Method  

 

 

4.1. Introduction 

Unlike conventional stimulators, distributed neural interface 

microsystems have the advantage over expendable and flexible system 

architecture. Challenges in scaling down the size of the system are not on the 

circuit integration [103]. The remarkable development of the semiconductor 

industry has made it possible to process a few nanometers. The biggest obstacle 

to reducing the size of integrated systems is the characteristics of devices that 

must be inserted into the body and communicate wirelessly. Existing multi-

channel recording and stimulation systems have the same number of channels 

per unit area as microminiature single-channel systems, but there is a big 

difference in data and power supply and packaging for insertion into the body. 

Since the conventional system is relatively small, it is possible to add external 

passive parts, and above all, the energy harvesting efficiency is acceptable.  

Taking an antenna as an example, as the size of the system decreases, the 

resonant frequency of the smaller antenna gradually increases. It is usually 

more than 10 mm in diameter when it is about NFC ~13.56 MHz and goes up 

to about 900 MHz at about 1 mm [104], [105]. Although there is no problem 
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communicating using the RF band, frequency scattering occurs due to moisture 

in the body environment, and reception efficiency is rapidly reduced. Even 

when using ultrasound [106] or a light source [107], the energy harvesting 

efficiency reduces because of size shrinkage.  

Here, regarding power management, there are more problems than the 

recorder in the microstimulator. In the case of a stimulator, there is a significant 

difference in power consumption between resting and active states. In the case 

of high-rate stimulation, the fluctuation of the output waveform shakes the 

supply power as it is. In general, when the power source fluctuates, the amount 

of charge is supplemented using a charging capacitor, or the load in the circuit 

holds it. However, in the microsystem, there is a limit on the capacity of the 

capacitor that can be mounted. Some studies have reported using 

supercapacitors to complement the power management circuit [108]. Through 

diverse attribution and trials, the size of the microstimulator has decreased from 

more than 100 mm2 in 2007 [109] to less than 0.1 mm2 in 2019 [110]. 

The distinguishing feature of distributed microsystems from conventional 

neural interfaces is the ID generation circuit. It is designed to be a data 

transceiver sequentially communicating according to the order of IDs. ID is 

required to connect with numerous devices distinguishing each multi-channel 

node to verify the origin of the data.  

However, conventional ID generation methods cause problems as the size 

of the system shrinks. A sub-mm micro-implant circuit is usually fully 

integrated, so there is little design space allocated to address the circuit. Table 

VI compares the recent development trend of microstimulator. With size 
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limitation, the circuit should be easy to encode as the broad aim of the 

distributed system is to expend hundreds to thousands of nodes. It is difficult to 

do one by one because it is substantial, and the number of address bits increases. 

Therefore, it is necessary to have one copy device and to grant it through post-

processing. 

The disadvantage of the existing method is that the pad size is too large. 

The number of pads decides the size of the system. The pad size of 70 × 70 µm 

for a 1-bit ID takes up quite a bit of area for up to 10-bit addresses. At least 10 

bits of address units are required to configure an extensible system.  

Among the methods, people study a lot in the early days. Large circuits 

are included (about 10 transistors). This has the disadvantage of having to 

allocate too much area for ID. Encoding using eFuse or PAD has problems 

because external voltage must be applied. Fuses made of metal or polysilicon 

can be optically cut by laser easily. However, the width and space of fuses cut 

by laser are not scalable in micro-implant, and the manual process is less 

efficient [114]. 

One of the methods being developed recently is to use PUF [115], [116]. 

The PUF is floating, and the process state and initial voltage determine the bias. 

So, the predictability is 50%. Due to process fluctuations, the probability 

becomes 50:50 (random number) [117]. There is a possibility of overlap, so 

make enough of them to reduce the possibility of overlap. It is challenging to 

overlap if you increase from 4 bits to about 10 bits. 20 bits are needed for 1 

million pieces, but if 30 bits are used, it becomes a 1/1000 possibility and can 

be reduced. 
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Table VI Comparison of state-of-art microstimulators 

 
Microbead 

[111] 

Stimdust 

[106] 

ONG 

[107] 

MagNI 

[112] 

Charthad, 

Jayant, et al. 

[113] 

Size 
0.3 × 0.34 

mm3 
2.2 mm3 1.7 × 2.9 mm2 1.5 mm2 39 mm3 

Type Voltage Stim Current Stim Current Stim Current Stim Current Stim 

current < 40µA 400 µA 25 µA 0.05–1.5 mA 22–5000 µA 

power RF US NIR 
magnetoelectri

c (ME) 
US 

Target Cortex Peripheral Intracortical Spinal cord Peripheral 

tech 
130 nm RF 

CMOS 

TSMC 65 nm 

LPCMOS 

TSMC 180 

nm RFCMOS 

TSMC 180 

nm CMOS 

180 nm HV 

BCD CMOS 
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4.2. Circuit Description 

The system consists of the coil, power management circuits, stimulation 

core circuits, data demodulation circuits, ID-generation circuits, and digital 

control logic. Two different CMOS technologies are used for system design. 

Based on the design data from the existing 180 nm process, a single-channel 

micro-neural stimulator was designed in the 28 nm process. By using the 28 nm 

process, it was possible to utilize CMOS cells by classifying them according to 

circuit characteristics. Besides, the same design circuit can be implemented in 

a much smaller area through high-capacity capacitors such as VNCAP. 

 

 

Table VII Stimulator specification 

Supply voltage 1.2 V 1.8 V 

Mode Biphasic current stim. 
Biphasic current 

stim. 

Channel 8 1 

Current 120 μA 100 µA 

Pulse width 50 µs – 1 ms 50 µs – 1 ms 

Frequency 5 – 1 kHz 1 – 400 Hz 

Power 

Consumption 
9.7 µW / 2.1 mW 1.96 mW 

Power & Data 

Transmission 
RF / On-chip coil RF / Off-chip coil 

Area 1 mm2 0.41 × 0.39 mm2 

CMOS technology 180 nm 28 nm 
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4.2.1. Photodiode-based gate oxide anti-fuse cell structure 

This section proposes a gate oxide anti-fuse one-time programmable ID 

array in a standard CMOS process. The schematic of the ID generation circuit 

and architectures of the anti-fuse and photodiode are illustrated in Figure 4.1. 

Since it is a method of controlling the anti-fuse from the outside using a 

photodiode, there is no need for a separate in-out pad or complicated circuit. 

When light is applied to the aligned photodiode while the setting voltage is 

applied, the anti-fuse is broken down, and a permanent volt is given, like OTP. 

This method has beneficial attributes in area utilization and time-saving in the 

encoding process.  

ID generation array of the anti-fuse array consists of one thin oxide CMOS, 

one photodiode, and a CMOS readout switch. The source, drain, and transistor 

body are connected to form terminal 1 and gate form terminal 2. These 

connections are equal to MOSCAP architecture. 

The breakdown path has been identified between the p+ polysilicon and 

the p+ source/drain diffusion. The body is connected to the terminal of higher 

voltage to prevent incorrect readings in case the breakdown happens between 

the gate electrode and the n-well. The unprogrammed anti-fuse stands high 

impedance, interpreted as high to the digital circuit.  
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Figure 4. 1. Structural information of photodiode and anti-fuse (a) Gate 

oxide anti-fuse (b) Conceptual circuit diagram of ID generation circuit 

with photodiode and anti-fuse (c) Photodiode in 3-dimension  

 

  

(a) 

(b) 

(c) 
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As the bias voltage of node 1 is determined by the relative capacitance-

voltage of the photodiode and anti-fuse, the size of the transistor is deliberately 

decided based on the simulation result. Photodiode work as a triggering force 

to drive breakdown. According to the voltage supply, the current is minimal. 

Photocurrents help the system break down on smaller bias voltage. Figure 4.2 

(a) depicts the layout of the photodiode and anti-fuse in the ID generation array.  

Photodiode customized based on the simulation result. Fabricated 

photodiode layers utilized standard CMOS technology, and the relative layer 

thickness of the metal is as in Figure 4.2 (b). An ESD-connected high current 

blocker was added to prevent leakage current from causing breakdown. Current 

flows concentrate on increasing the stress level of the system. Also, bulk and 

ground separation from the reading circuit help remove different routes of 

leakage current. A high current is applied to the anti-fuse gate by irradiating 

light to the photodiode. A binary ID code is generated by selectively breaking 

down anti-fuse gate oxide.  
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Figure 4. 2. Illustration of ID generation circuit. (a) 5-bit array (b) cross-

section of the photodiode in standard CMOS process 

  

(a)       (b) 
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4.2.2. Ultra-small microstimulator in 28 nm and 180 nm 

 Single channel microstimulator in 28 nm Low power process 

The proposed design utilized the high-density metal VNCAP, considering 

the capacitance ratio in the area. The actual capacitance of the NCAP and 

VNCAP are calculated with a parasitic value. Figure 4.3 shows the digital 

circuit layout and 1 pF unit capacitor made of VNCAP. 

Constant current stimulation (CCS) is used mainly because of its 

advantages in better control of the amount of charge transferred during 

stimulation, high calibration accuracy, and better stimulation efficiency. It is 

also believed that the CCS provides a constant charge regardless of the 

impedance change at the electrode-tissue interface. For a current source, a 5-bit 

binary-weighted current steering DAC delivers up to 100 µA of stable current 

to each output stage. Bandgap voltage reference circuit provides stable bias 

voltage to DAC, delivering 2.2 µA. The summed current of the 5-stage DAC is 

transmitted to the biphasic pulse generator through the current mirror. Generally, 

the current source-sink structure could be vulnerable to changes in output load 

due to the reduced voltage swing in half. In this system, the output voltage 

swing was maximized by switching the bias of the reference electrode in the 

bipolar-type stimulus structure. Also, the output stage of the current source-sink 

design increases the output impedance by adding feedback to the regulated 

cascoded current mirror, as shown in Figure 4.4.   
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Figure 4. 3. Layout and size comparison of the digital logic circuit and 

VNAP for 1 pF 

 

 

Figure 4. 4. Schematic of CCS 
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When power is transmitted through the off-chip coil antenna, it is rectified 

by a rectifier, and stable power is supplied through the regulator [118], [119]. 

The rectifier is designed in a mixed structure with the charge pump, and when 

0 dBm is received, the entire system is stably driven [94], [120]. The regulator 

is designed as capacitor-less[121], [122], and the required load-end capacitance 

is about 70 pF. The regulator supplies 1.8 V and is designed to withstand up to 

about 1.5 mA. 

When power is transmitted through the chip coil antenna, it is rectified by 

a rectifier, and stable power is supplied through the regulator [14-16]. The 

rectifier is designed in a composite structure with the charge pump, and when 

0 dBm is received, the entire system is stably driven. The regulator is designed 

as capacitor-less, and the required load-end capacitance is about 70 pF (Figure 

4.5). The regulator is supplied with 1.8 V and is designed to withstand up to 

about 1.5 mA. 
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Figure 4. 5 . Schematic of the capacitor-less regulator 

  



 

 １３５

A system in which the substrate is separated is synchronized with a reset 

signal. Therefore, a module that generates a reset signal by sensing the amount 

of power received wirelessly is designed in the manufactured system. When 

power is received from the outside, and the power is momentarily strong, a reset 

signal is generated, and all digital blocks are initialized. This method 

synchronizes all systems by adjusting the amount of externally applied power 

even if the board is separated [123]. The power sensing module consists of an 

envelope detector; when the power is increased, a high signal is transmitted 

through the inverter. The simulation confirmed that the system operates stably 

when the power of 0 dBm is transmitted to the rectifier. The reset signal is 

generated when about 4 dBm or more power is transmitted. 

Data demodulation used for serial commands is amplitude shift keying 

(ASK) [124]–[126], which transmits digital data as variations in the amplitude 

of a carrier wave. Low voltage CS amplifier and additional gain stages amplify 

input signal through the coil. Data buffer after the ASK demodulator to help the 

serial data to reach digital logic without a loss (Figure 4.6). The comparator 

shown in Figure 4.7 converts the analog input signals into a digital bitstream 

with a 500 mV threshold. Although the circuits are conventional architecture, 

scaling down to 28 nm creates design issues. Additional guard rings and a 

symmetrical layout enhance the performance. However, routing and 

impedance-matching techniques are essential. 
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Figure 4. 6. Noncoherent receiver with ASK demodulation circuit 

 

 

 

Figure 4. 7. Schematic of the comparator used in the ASK demodulation 

circuit 
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 Multichannel microstimulator in 180 nm RFCMOS process 

The structure of the antenna coil was designed and simulated using 

ANSYS HFSS. Additional antenna efficiency, resonant frequency matching, 

and matching circuits were verified by Cadence Design Simulator using 

simulation data extracted from HFSS. In Figure. 4.8, The simulation model is 

a silicon-based chip of 1 mm × 1 mm, designed to implement the dielectric 

property of substrate silicon, an oxide layer, a polysilicon layer, and metal 

layers. The in-vivo dielectric condition of multi-layer tissue was constructed 1 

mm skin, 0.14 mm fat, 7 mm skull, 0.5 mm dura, 0.2 mm cerebrospinal fluid 

(CSF), and 81 mm Greymatter assuming the relay coil is inserted in CSF. The 

size of the on-chip coil is chosen to maximize coil efficiency and utilization of 

the area within the 1 mm × 1 mm boundary. 2 turn coil structure was selected 

to secure inside the CMOS fabrication area. The width and spacing of the metal 

were swept to maximize coil efficiency under 915 MHz transmission frequency. 

The 915 MHz frequency of transmission RF signal was selected to withstand 

tissue absorption while providing enough powering through mm-sized coils. 

The on-chip coil was fabricated with Metal 6 in TSMC 180 nm RFCMOS 

process 
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Figure 4. 8. HFSS simulation. (a) 3D modeling of 1 mm × 1 mm on-chip 

coil facing toward each other, (b) cross-section of chip mounted inside the 

head with upper layers, (c) magnetic field simulation result 
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In a multi-node distributed system with a separate substrate, there are only 

four pads in total: an active electrode, a reference electrode, and a VDD and 

ground pad. Dual VDD and ground pad are designed to be cut later when the 

address code and channel are designated. An antenna is required to receive 

power. We designed a chip coil antenna (Figure 4.9) with a top metal thickness 

of 2 µm among the metals provided in the library. The chip coil antenna was 

designed using HFSS from Ansys, an electromagnetic field analysis tool, and it 

was confirmed that it had an inductance of 8 nH and a quality factor of 5 at 900 

MHz. The width of the coil is 35 µm, and the space between the coils and the 

metal is 15 µm. A capacitor is connected so that it can resonate at 900 MHz 

according to the inductance of the chip coil antenna. 

From the ISM band frequency, the suitable frequency for wireless data 

transmission of the recording and the stimulating module is decided considering 

the size of the system and penetration depth of field interacting between the 

inner and outer devices. 915 MHz frequency seems appropriate for their 

antenna size and 4 cm depth. 
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Figure 4. 9. Eight-channel microstimulator layout (top) and 

microphotograph (bottom) 
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A 2-stage bridge rectifier with 5 pF charging capacitors and a capless LDO 

regulator modulates the power management circuit's 900-915 MHz carrier 

frequency. With a 3 dBm input power, the rectifier generates a 1.6 V dc voltage. 

The capless regulator is turned on when the designed rectifier receives 

sufficient power. The regulator supplies a stable supply voltage to the 

stimulation IC and the spike recording IC. The regulator consists of a 

conventional PASS transistor, an error amplifier, a start-up circuit, and a 

reference voltage generator. The overall target gain is over 80 dB, and the phase 

margin is 60°. 

An envelope detection circuit with additional passive LPF is implemented 

for the downlink communication in stimulation IC. The ASK demodulation 

circuit with a 915 MHz carrier frequency sends the demodulated signal to a 

comparator. Also, the internal ring oscillator provides the clock to the 

comparator and digital logic, lowering the bit error rate. The demodulated 

binary signal works as the clock synchronization input to the digital logic circuit. 

There are several counters and registers in digital logic for generating a 

sequential switching signal passed to an analog switch that provides a 

programmable stimulation pulse. Also, it controls the current amplitude using 

an on-chip 4-bit DAC, generates timing signals for the pulse width and 

frequency, and sets the current direction using the switch at the biphasic pulse 

generator. 

Pads of the 8-channel active electrode are arranged in a regular hexagonal 

structure with the reference pad placed in the center. The electrode arrangement 

in the regular hexagonal shape can precisely designate the location of the 
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stimulus according to the channel selection, and it is possible to predict the 

amount of charge reaching the target with high precision by calculating the 

amount of reduction in current diffusion in the electrolyte. 

 

 

4.3. Experimental Methods 

4.3.1. Optic setup with lasers 

The figures below are experimental setups for PD measurement and anti-

fuse post-processing. In Figure 4.10(a), I-V characteristics were confirmed 

using a source meter controlled by LabVIEW after the laser light passed 

through the microscope. M is the mirror, and BS stands for a beam splitter. As 

the green laser is a 100 mW 520 nm solid-state laser, the experimental setup is 

as in Figure 4.10(b). 

For the laser-guided PD, we measured the I-V characteristics using a 

source meter according to the laser power applied to the PD. Considering the 

absorption band of the photodiode, we used a laser with a wavelength of 520 

nm. The position of the PD was confirmed using an illumination lamp then a 

laser beam was projected onto a PD connected to the source meter. Herein, to 

observe PD effectively, it was confirmed by attaching a ×20 objective lens to 

the microscope.  
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Figure 4. 10. Optical setup: (a) 473 nm 5 mW Red Laser. Laser wavelength: 

473 nm. (b) 520 nm 100 mW Solid State Laser (Green Semiconductor Laser) 

 

  

(a) 

(b) 
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4.4. Results 

4.4.1. Photodiode characterization 

We used four lasers in different wavelengths to know the layer 

characteristics of TSMC 180 nm standard technology (laser information 

corresponding to the wavelength is shown in Appendix 1). The layer 

information's silicon absorption rate can be found in Appendix 2, considering 

the light spectrum. The measurement result of the photodiode and anti-fuse id 

array from the TSMC 180 nm process is provided.  

The results indicated that the green laser was adequate for the fabricated 

photodiode. Figure 4.11 (a) graph shows the photodiode I-V curve measured 

with different light sources. With the same emission power of 5 mW, the green 

laser reached the polysilicon layer of the photodiode. The instant response time 

of the photodiode reduces the time the system has to withstand large breakdown 

currents. An average of 42 µA current was generated.  

We conducted focusing on multi-array for simultaneous irradiation. 

Although we focused the laser on the photodiode through the camera during the 

experiment, tight focus on the diffusion region was hard. Also, the microscope 

and mirror degenerated the input power to the photodiode. However, it was 

sufficient to turn on the diode.   

Photocurrents generated from laser input with different focuses and 

distances from the photodiode are depicted in the graph in Figure 4.11 (b). 

Figure 4.11 (c) shows the beam size of a 473 nm red laser. Since the 

microscope's focus may miss the focus of the photodiode, a photomicrograph 
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was taken at the position where the photocurrent is maximized for comparison. 

As shown in Figure 4.12, the SEM image has shown the layer information of 

standard CMOS technology. The measured result indicated that the diffusion 

layer is around the n+ doped guard ring. 
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Figure 4. 11. I-V curve of (a) different light sources applied to the 

photodiode, (b) different focus and distance from the photodiode. (c) 

Microphotograph of photodiode (PD) array and beam size 
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Figure 4. 12. SEM image of PD layer 

We conducted FIB (Focused Ion Beam) SEM with our fabricated 

photodiode. The silicon substrate was placed under 10µm from the top seal 

layer based on the length and milling time.  
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4.4.2. Gate anti-fuse characterization 

The diode-based gate oxide anti-fuse cell works similarly to the one-time 

programmable (OTP) memory cell. ID generation cannot be undone when the 

array is encoded through breakdown. The breakdown voltage depends on the 

thickness of the gate oxide. The anti-fuse ID array's programming needs a 

higher voltage, much larger than I/O cells. Thus, we used a thin oxide low-

voltage cell for the anti-fuse and thick gate oxide high-voltage cell for the 

readout circuit. I-V characteristics of the anti-fuse with and without laser 

irradiation are shown in Figure 4.13. The anti-fuse memory cell is broken down 

at 4.8 V with 1 mA current compliance.  

The resistance variation of the anti-fuse array was measured using 

different types of transistors. The average resistance of 1.8 V standard cell 

NMOS is 12 kΩ while 3.3 V standard cell exhibited 23 kΩ. after the breakdown, 

the resistance decreased instantly.  

. 
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Figure 4. 13. I-V curve (a) Double breakdown due to the leakage current 

(b) Breakdown with photodiode signal 

  



 

 １５０

4.4.3. Microstimulator measurement result 

The concept of this system is that the expandable module communicates 

with an external controller with an individual address. Flexible manipulation is 

possible, and interference between systems can be reduced by freely arranging 

the recording module and the stimulation module to a desired location to form 

a bidirectional neural interface. Spike detection, used in a recorder, 

preprocessed and transmitted the neural data to the outside. Thanks to this, the 

amount of data the external network controller handles is relatively reduced, 

freeing the system from tight data handling. 

The block diagram of the designed distributed neural interface (Figure 

4.14) and microphotograph of the microstimulator (Figure 4.15) depict the final 

system. The independent implants have an integrated core operation circuit, 

wireless data transmission/reception circuit, and power supply circuit. Each 

implant has an ID generation circuit of anti-fuse-based PD-ID (Photodiode-ID). 

Network controller (NC) provides bidirectional communication through RF 

signal. 

In wireless power transceivers, insufficient power is received by the 

implant because of their on-chip antenna size and scattering. Bypass and 

charging capacitors are the main components that help stabilize the power 

supply. The experimental result indicated that a 10 nF charging capacitor is 

sufficient to endure burst stimulation.  
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Figure 4. 14. Block diagram of wireless microstimulator and micro-

recorder composing distributed neural interface. There is no on-chip coil 

in 28 nm technology 

 

 

 

Figure 4. 15. Microphotograph of fabricated IC 
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Stimulation voltage is measured between the active electrode and the 

reference electrode placed in the PBS 1× solution. The resistance of the 

electrode was 8-11 kΩ. The interphase delay between the cathodic and anodic 

phases is optional. As shown in Figure 4.16, stimulation frequency have a 

discrete stage according to the universal clock. For example, if the fastest clock 

is determined to be 20 kHz, the maximum excitation frequency is 1 kHz. 

The ASK demodulation circuit detects amplitude change up to 50% of the 

original RF signal. Noncoherent data receiver uses a ring oscillator to 

synchronize and regenerate clock signal. 12.8 MHz ring oscillator is connected 

to the clock divider to earn a 1 MHz clock signal. Based on the regenerated 

clock data demodulation with envelope detection circuit and comparator 

recovers transmitted data. 

Figure 4.17 and Figure 4.18 show the RF signal demodulation with the 

OOK demodulator. The result indicates that a low pass filter reduces the 

amplitude of PREDATA. However, it is sufficient for demodulation because the 

comparator got 320 mV as the reference voltage below the PREDATA. The 

system clock of 1.07 MHz was divided from a 12 MHz ring oscillator, and an 

additional D-Flip-flop synchronized the DATA and CLK. 
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Figure 4. 16. Frequency modulation of stimulus in PBS solution 

 

 

Figure 4. 17. Signal measured at each demodulation point 
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Figure 4. 18. ASK demodulation signal process 

RF signal detected at the on-chip coil antenna was a 2 Vpp sinusoidal 

wave. After the envelope detection, a low pass filter used to remove the 

ripple attenuated the signal. Serial data was synchronized with a clock 

signal by D-flipflop. 
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4.5. Summary 

A diode-based gate oxide anti-fuse memory array without an additional 

I/O pad and the functionality of the array is confirmed by measuring the results 

of the circuit design fabricated in a 180 nm standard CMOS process. 

The proposed structure of the anti-fuse array coupled with the photodiode 

has an anti-fuse designed to be broken even at a relatively low voltage and a 

photodiode that serves as a voltage switch. It is necessary to test the 

performance of the structure. Thus the photodiode's structure was first analyzed. 

In the case of the standard CMOS process, all information on the process layer 

and doping level is not disclosed, so it was inferred based on the experimental 

results. When comparing the SEM images taken with the output values of the 

photocurrent using the four lasers, it was confirmed that the silicon substrate 

started from below 10 µm. Then it was confirmed that a deep n-well exists at a 

depth three times that of the N-well. 

Based on the information on the photodiode and anti-fuse characteristics 

obtained earlier, an addressable OTP structure was created. Through this, it was 

possible to cause a breakdown with a voltage of 4.8 V when there was a 

photodiode. Also, it was confirmed that the shorter the voltage applied over 

time, the smaller the range of influence on the surrounding circuit. In addition, 

the ground separation method using ESD was applied to the layout to prevent 

leakage current from being concentrated in other circuits. 

Next, a microstimulator for a distributed system to be combined with the 

addressing circuit was fabricated. Each stimulation module using the two 
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processes has the same central circuit but exhibits several different 

characteristics. After checking the operation of the core circuit, the wireless 

power transmission and data communication were verified. Data 

communication using the ASK method allows fast detection by increasing the 

conversion threshold even when the power transmission efficiency of the 

micro-antenna is low. This was confirmed by using an external coil resonating 

at 900 MHz. Details are summarized in the table below. 
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Chapter 5. Conclusion 

5.1. Thesis Summary 

Applying the bidirectional neural interface to humans is challenging 

because the electronic device must be inserted into the body without a sense of 

heterogeneity and harmonized with the natural neural circuit. The brain receives 

and processes complex signals and interacts with the outside world. Currently, 

the implant system that records, analyzes, and gives feedback as stimulation 

needs to record and analyze numerous nerve signals to replace them. Also, 

when electrical stimulation is given to the brain to recognize it as a naturally 

occurring nerve signal, different nerve cells must continuously produce various 

signals. 

This study presents a detailed method of developing a wireless 

programmable microstimulator with low power and high stimulation efficiency. 

The core of this method contains a circuit design method to ensure system 

operation even at low power due to implant size scaling and parameter 

optimization for high-efficiency stimulation. The digital stage, which accounts 

for the majority of power consumption, and the data communication that 

enables a stable power supply are dominant considerations for reducing the 

power consumption of microstimulators. The optimized implant was designed 

by analyzing the threshold and response range of target neurons through 

electrophysiology experiments in regular neural networks. 

Various applications of neural prostheses were attempted with the 

fabricated device. Low power microstimulator for retinal prosthesis was 
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optimized according to an ex vivo experiment of WT and rd1 mouse retina. 

Next, a multichannel stimulator as bidirectional BMI was integrated into IC 

with a recorder and wireless telemetry. Backscatter and DPSK communication 

with a single coil antenna has shown that power efficiency can be increased, 

energy consumption can be reduced, and the system can be compact. 

Finally, this study proposed a new ID generation method for a distributed 

system along with wireless microstimulator design and fabrication. We have 

analyzed the characteristics of photodiodes and gate oxide anti-fuse cells in the 

standard CMOS process. Photodiode connected to the anti-fuse forms OTP 

array using 30 µm × 30µm area. 

 

5.2. Future Directions 

Implantable neural interface systems continue evolving toward more 

intelligent, multi-modal, high-performance solutions and closed-loop operation. 

Thus, the designs must deal with increased channel count, minimal 

invasiveness, longevity, and scalability. The large amount of neural data 

collected from multiple channels burdens external and internal modules that 

transmit, receive, and process them. Even if preprocessed data is sent within 

the implant, there is a burden in bi-directional communication. Additionally, to 

minimize invasiveness and increase implant longevity, both size and power 

consumption must be optimized in system design, manufacturing, and 

integration. Miniaturization combined with a high level of integration and 

wireless power/data transfer enables high-performance interfacing with the 
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nervous system. Therefore, the added complexity is that you must meet all these 

requirements without sacrificing performance. 

Implantable ASICs record weak biological signals with fidelity, stimulate 

neural activity, and extract critical biological features under stringent power and 

size constraints. Additionally, incorporating machine learning with a high 

number of recording and stimulation channels enables new treatment 

techniques to restore health from chronic pain or other disorders without the 

side effects of drugs. For example, small programmable low-power stimulators 

open various applications for the central and peripheral nervous systems. 

As such, the miniaturization of neural interface implants has become a 

natural trend. Thus, a low-power, the high-efficiency multifunctional integrated 

system has become a goal to be reached. Looking at the research results, we 

have researched a distributed system to give scalability to the existing 

centralized system and remove the limit on the number of channels. To reduce 

the size of the system, the unnecessarily wasted area was minimized, and a 

structure was devised to increase the number of channels with simple post-

processing using optimized modules. In addition, research has been conducted 

to drastically reduce power consumption and size using a highly integrated 

CMOS process, such as 28nm. 

Based on the results of several studies, the development of 

microstimulators should consider two aspects. The development of 

microstimulator needs to consider two aspects. First, as the system size shrinks, 

the average power received and the capacity of power in the system reduces. 

Since the stimulator uses sudden power consumption, which intrigues unstable 
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power sources, energy regeneration and storage are essential to implantable 

systems. Furthermore, unlike a recorder that records and observes the action 

potential of a nerve cell from the side, a stimulator must respond flexibly to 

stimulation. From a clinical point of view, different stimulation methods are 

used depending on the patient and the target organ. For this, calibration and 

optimization must be performed to achieve effective stimulation. System 

research and development flow is moving toward fully implantable micro-

devices, and smooth communication between interfaces is essential. An 

effective communication method considering the internal environment and 

conditions, including the electromagnetic communication method, determines 

whether or not it would succeed as a stimulation device.   
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Appendix 

Appendix Ⅰ – Map of Blackrock MEA matched with 
omnetics connector 
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Appendix Ⅱ - Si absorption rate 
 
 

Depth : red 6-7um, green ~1um, blue 0.1um 
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Appendix Ⅲ- Laser type and popular products 
according to their wavelength 
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국문 초록 

인공지능을 비롯하여 사람의 신경 네트워크에 관한 관심이 

높아지면서 뇌 인터페이스에 관한 연구도 활발히 진행되고 있다. 뇌 

인터페이스란 전기 신호의 형태로 발생하는 뇌 및 신경 네트워크의 

활동을 기록 또는 자극하여 분석 또는 조절하는 기술이다. 여기서 

신경 네트워크에 외부 자극을 가하여 인위적으로 원하는 데이터를 

인코딩하는 기술은 손상된 감각 신경을 대체하여 감각을 

활성화하는 데 활용되고 있다. 일반적으로 뇌 인터페이스 기기와 

연결된 전극에서 전기적 자극을 세포에 인가하여 활동 전위를 

일으키는 방식이 사용된다. 이러한 뇌 인터페이스 기기의 초소형화 

및 네트워킹 기술의 다양화는 반도체 공정 기술과 무선 통신 

기술의 눈부신 발전에 기인하였다. 특히 체내에 완전 삽입 가능한 

뇌 인터페이스 기기는 감염의 위협을 없애고 심미적인 관점에서 

불편함을 없애, 치료용뿐만 아니라 다 학제적으로 연구할 수 있게 

하였다. 

본 학위 논문에서는 확장형 신경 인터페이스에 사용할 수 있는 

다중 채널, 고밀도, 저전력의 무선 초소형 자극기 개발에 대한 

내용과, 이를 바탕으로 자극 대상 별 성능을 최적화하며, 최종 

목표인 확장형 무선 신경 자극기에 사용될 수 있는 주소부여 

방식을 설계하는 방법을 다루고 있다. 이를 위해 먼저 외부 전류 

자극의 신경 네트워크 간섭에 대한 개념과 그간의 자극 기기의 
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개발 이력을 간략히 소개함과 동시에 고밀도 저전력 자극기가 

필요한 생물학적, 전자공학적 배경에 관해 기술하고 있다. 

체내에 삽입되는 시스템의 경우 시공간적으로 밀집해 있는 

신경 조직의 특성상 다채널 고밀도 전극 구조가 요구되며, 자극 

방식 및 자극 역치 등에 대한 최적화가 필요하다. 이 학위 논문의 

첫 번째 내용은 고밀도의 전기 자극을 위한 높은 출력 임피던스를 

갖는 다채널 전류 자극기 개발에 관한 것이다. 저전력 자극회로는 

필연적으로 높은 컴플라이언스 전압을 버티지 못하게 되는데, 이를 

위해 피드백 회로와 H-브릿지 구조를 변경함으로써 전보다 더 높은 

출력 전류를 안정적으로 공급할 수 있게 하였다. 또한, SoC 설계를 

통한 무선 다채널 초소형 자극기를 개발하여 다중 채널, 고밀도, 

저전력으로 효율적인 신경 자극이 가능한 마이크로 시스템을 

제안하였고, 다양한 조직 구조 및 신경 보철에 대한 성능을 

검증하는 연구를 수행하였다. 

신경자극기는 필연적으로 자극 반응을 관찰하는 분석 기기가 

필요하며, 뇌-기계 인터페이스와 같은 양방향 신경 인터페이스 

구조에서는 하나의 시스템으로 집적된다. 이때, 시스템의 

초소형화를 위해 집적회로에 기록기, 자극기, 무선 데이터 및 전력 

송수신 단 등의 구성 요소들이 통합된다. 따라서, 뇌파 기록과 체내 

삽입을 위한 저전력 시스템을 바탕으로 한 양방향 뇌-기계 

인터페이스 마이크로 시스템을 개발 및 검증하였고, 이 또한 이 
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논문의 두 번째 부분에서 논의될 것이다. 

마지막으로, 광다이오드 주소 생성 회로를 포함한 분산형 자극 

시스템의 설계 방법과 분석을 논의한다. 제안된 시스템은 복제 

모듈을 확장하여 유연한 다채널 자극기를 만들게 되는데 이때 개별 

모듈을 구분 지어줄 주소가 필수적이다. 초소형 집적회로의 특성상 

주소부여 회로의 면적을 최소화하며 반도체 공정 후 후처리로 

인코딩하는 기술이 요구된다. 이를 위해 알루미늄 패드 없이 

광다이오드와 안티-퓨즈를 이용한 주소 생성 회로를 제안하였다. 
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