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Transactions Briefs

Partial Bus-Invert Coding for Power Optimization of a subbus for PBI coding. We also propose a variant of PBI coding,
Application-Specific Systems calledMultiway Partial Bus-Invert (MPBIyoding, which selects mul-
tiple subbuses and encodes each subbus with Bl coding independently.
Youngsoo Shin, Soo-lk Chae, and Kiyoung Choi We present several experimental results of both PBl and MPBI codings

and compare them with those of other coding schemes.

Abstract—This paper presents two bus coding schemes for power opti-
mization of application-specific systemsPartial Bus-Invert coding and its

extension toMultiway Partial Bus-Invert coding. In the first scheme, only There are various low-power coding methodsdata busesBI code
a selected subgroup of bus lines is encoded to avoid unnecessary inversio

of relatively inactive and/or uncorrelated bus lines which are not included r12] for uncorrglated datla patterns ar].d proba.b.ility-based mapping (3]
in the subgroup. In the extended scheme, we partition a bus into multiple for patterns with nonuniform probability densities. Fastruction ad-
subbuses by clustering highly correlated bus lines and then encode eachdress patterngGray code [4], TO code [5], and inc-xor [3] are efficient.
E“bt?us 'ndgge”de?“y- W‘; descrépe a hﬁ“”S“CEalgor!thm Oflpa”'tl'or}'”g a Working zone encoding [6] is well suited both for instruction and data
us into subbuses for each encoding scheme. Experimental results for var- P . .
ious examples indicate that both encoding schemes are highly efficient for e_tddress patterns. In appllcatlon-spe_mflc s_ystems,_ where the informa-
application-specific systems. tion about the sequence of patterns is availahpeiori, the character-
Index Terms—Digital complementary metal—oxide_semiconductor istics of patterns can be exploited to efficiently reduce bus transitions.
(CMOS, low-power dissipation, memory, switching activity, system level, The Beach Splutlon [7] performs_ well in this ca_se.
tradeoffs. The behavior oflata addresses somewhat different from that of
data itself or instruction addresses. First, they are less sequential than
instruction addresses. In case of some memory-intensive applications
I. INTRODUCTION such as image processing algorithms, it is mostly out of sequence.

Recently, power consumption has been a critical design constranftcond, we can hardly assume that data addresses are random even
in the design of digital systems due to widely used portable systerf3ough they are more random than instruction addresses. Usually, the
Although the power consumption of a system can be reduced at varigignal probability and/or transition probability of some of bus lines are
phases of the design process from system level down to process leki@sed toward 0 or 1, thatis, some of the bus lines are far from random.
optimization at a higher level can often provide more power savinggpnsequently, we are encouraged to exploit statistical information in
Among the architectural components at the system level, buses tpegler to efficiently reduce transitions on the data address buses.
interconnect subsystems are important components, which consum&he motivation of PBI coding is based on the observation that all
a significant power. Especially, a great deal of power is consumtle previously proposed coding schemes take the entire bus line into
during off-chip bus driving due to the large off-chip driver, the pa@ccount for bus coding. However, the overhead of the encoding/de-
capacitance, and the large off-chip capacitance [1]. Power consun‘fé’é"”g_ circuits increa_ses with the_number of bus lines involv_e(_j in bus
by off-chip driving becomes more dominant as devices are scaf@@coding. In PBI coding, we attain two goals at the same timie:
down because the off-chip capacitance does not depend on prod@¥&ing the number of bus lines involved in bus codingreby mini-
technology but depends on the package and PCB technologiesmﬁing the overhead andinimizing the total number of bus transitions
becomes even more dominant if costs must be lowered by employing
cheaper package. Therefore, a considerable amount of power can be lll. PARTIAL BUS-INVERT CODING
saved by reducing power consumption in the bus.

In this paper, we propose a new bus coding scheme, cBietihl ] ) ] ) )
Bus-Invert (PBIroding, where the conventional bus-invert (Bl) coding B! coding requires one extra bus line, calliestert, to inform the
[2] technique is used but it is applied only to a selected subset of H§§eiver side whether a current pattern is inverted or not. In Bl coding,
lines. We can select such a subset statically if the information abdthe Hamming distance (the number of bits resulting in a transition)
the sequence of memory access patterns is available after the ;;;}fejweenthe present pattern and the last pattern of the bus (also counting
rithm of an application is specified. Consequently, we focus on d transition on thdnvert!ine) is. larger tha.tn. half the bus width, the
address buses of application-specific systems such as signal and inR{§&ent pattern is transmitted with each bit inverted. _
processing applications. We propose a heuristic algorithm that exploitdVoW. consider that we encode only lines out of total: bus lines
both transition correlation and transition probability in order to find ¥aving the remaining lines unencoded. For the patterns randomly dis-
subset of bus lines such that the total number of bus transitions HfButed in time and mutually independent in space, the more bus lines
minimized. We also investigate the overhead effect of encoding/di® €ncoded with Bl coding, the more reduction in bus transitions can

coding circuits and propose a method of incorporating them in selectif§ Obtained. Specifically, let(m) be the expected number of transi-
tions per encoded pattern when we takeout of n bus lines for Bl

coding while leaving the remaining bus lines unencoded. Then it can
be shown that

Il. RELATED WORK AND MOTIVATION

A. Problem Formulation
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o B. Overview
.| ] In PBI coding, we partition a buf into two subbuses based on
o the behavior of patterns transferred. More precisely, we are given a
ol | busB = (°,b', ..., b""), which transfers a sequence of patterns
' x o B; = (b?,b, ..., b* 1), wherei is the time index is the bus width,
oy . andb’ is the value of a bus ling’ at timei. We partition into a se-
2 lected subbu§ and the remaining subbd such thatS contains bus
x x lines having higher transition correlation and/or higher transition prob-
Tzr « | ability andR contains the remaining bus lines. Because the bus lines
in R have low correlation with those i and low transition activity,
0t T ] inverting those inR may increase rather than decrease the transition
< activity. Therefore, by applying Bl coding only to the subksiswe
6.8 : - : ; : : : can reduce the hardware overhead as well as decrease the total number
o 2 4 6 8 10 12 14 16 -~
m of bus transitions.

OnceZB is partitioned, PBI coding is performed as follows: We com-
Fig. 1. The expected number of transitions for a 16-bit random pattern whgpte the Hamming distance betwegin ; andsS; (also counting a tran-
m bus lines are involved in BI coding. sition at theinvertline), whereS’_, is an encoded version &f_, . If
it is larger thanS|/2, set theinvertline to 1 and invert the lines if;
without inverting the lines irR;. Otherwise, seinvert= 0 and letB;
uninverted.

—*— Signal probability
0.8F “*7 Transition probability C. Selection Algorithm of the Subbus

The performance of PBI coding depends on the selection of the
subbusS. Unfortunately, it is intractable to find an optimum set
Sopt  C B such that PBI coding folS,,: results in the minimum
number of total transitions. Thus, we propose a linear-time heuristic
algorithm that explores only configurations to find the one which
results in the minimum number of total transitions by exploiting both
transition correlation and transition probability.

For jth bus line, thdransition encodings defined as

fj:{l, if bl_, # b

: 0, otherwise.

)

Fig. 2. Statistics of data address patterns from Linear Prediction aIgorithmThetrans't'on correlation coefficienor simply correlation coefficient

for two bus lines {th andkth) is defined by

decrease becomes smallerasncreases. In summary, we can obtain ik = K 3)
the maximum transition reduction when all the bus lines are involved ’ T
in Bl coding.

However, the monotonicity does not hold when the behavior of patheres; is the standard deviation of. K ;. is the covariance of’
terns deviates from random distribution and mutual independence amd¢* and defined by
other words, the minimum of the expected number of transitions may
occur at anym € [0, n], which depends on the behavior of the pat- Kjr = E{t;ty} — m;my 4
terns. This is especially the case for patternsiata address busem
data address buses, some of the bus lines are usalftpm random, whereE{x} is the expected value afandm; is the mean of;.
meaning that it may be inefficient to encode those lines with Bl coding. The selection algorithm is outlined in Fig. 3. Initially, we select the
However, itis difficult to quantitatively determine the criterion of howjine with the highest transition probability (L5) and then make the first
far from random the bus lines should be if they are not to be includggnfiguration (L6). At each iteration of thehile loop (L7), we select
in Bl coding. Let us take an example tifiear prediction[8]. Fig. 2 g Jine»’ that maximizes the sum of the transition probabilitybéf
shows the statistics of signal probability and transition probability @fnd the average correlation coefficient betwkeand the lines already
data address patterns obtained from typical runs of the linear predictigflected (L8) and then make a configuration (L9). Among the resulting
program. Obviously itis inefficient to include bit 0 and 1 of the bus fogonfigurations, we select the one that yields the minimum number of
encoding because they are far from random. However, it is not easydgs| bus transitions (L12).
answer the following questionBoes it help to include bit 4 or 11 for  As a selection metric, we use the transition probability together with
encoding? Which set of bus lines results in the minimum bus transitiqhg average of correlation coefficients with the bus lines already se-
when only the set is included in bus encodifigfts decision problem |ected (L7 of Fig. 3), based on the observation thatmaximum gain
with the nonmonotonicity ofZ(m) forms the optimization problem:  can be obtained if we invert bus lines with high probability of having

. given data address patterns of app"cation_speciﬁc systems, transitions togetherFig. 4 shows the result of the algorithm for the

- select a subgroup of bus lines for Bl coding such that the totd®-b wide data address patterns used in a lowpass filter [9]. The figure

number of transitions in the bus is minimized with/without in-

. . : A There areC? + C +- - - C = 2™ possible configurations for PBI coding,
cluding that of encoding/decoding circuits. nt Ot pass! grat 9

where aconfigurationis defined as an ordered p&§, R)
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begin
L1: Compute the transition probability of each bus line, p;,5 =0,1,...,n - 1;
L2: Compute the correlation coefficient of each pair of bus lines, pjr,5 =0,1,...,n - 1,k=0,1,...,n—1;
L3: S={},R={b0,b,...,0"1};
L4: Initialize the configuration set C' = {};
L5: Select b* with the highest transition probability;
L6: S={b'},R=R~{b'},C = CU{(S,R)};
L7: while R # {} do
L8: Select b/ such that —z—:i’fl—gf—!ﬂ +p;isa I;laximum;
L9: S=8SU{p},R=R—{p'},C=CU{S,R)};
L10: end do
L11: Count the number of total transitions after PBI coding for each configuration in C;
L12: Select the configuration that yields the minimum number of total transitions;

end

Fig. 3. Selection algorithm of the subbus.

12 . best configuration may be found near the leftmost point of the interval
*x rather than the point which yields the least transitions. In complemen-
wor * ] tary metal-oxide—semiconductor (CMOS) circuits, the dynamic power
g . is proportional to load capacitance and switching activity. Based on this
s B e I property, we define theotal effective bus transitionslenoted byl
X - as follows:
g s * e
é ) * x " Teg = Thus + & Tint (5)
S a4t ¥ x x XX X X X X X X ] Cbus
- where
27 ] Tyus total bus transitions;
Tiny  total number of transitions in the encoding/decoding circuits;
0 4 8 12 16 20 24 28 32 Cint average capacitance of the node in the internal circuits;
# bus lines involved in PBI coding Chus total off-chip capacitance per bus line.

using (5), we count the number of effective transitions at L11 of
. 3 to include the effect of the encoding/decoding circuits.
While we can obtain the value df;,,s by simply counting the
number of transitions from the encoded patterns, it is time-consuming
indicates that as we add bus lines for PBI coding with the heuristic 4 obtain the accurate value @t... However, such accuracy is not
gorithm, transitions are reduced in a way similar to those of randongeded for our purpose becasg is multiplied by a relatively small
patterns as expected by (1), which is plotted in Fig. 1. However, gbnstant before it is added ,.s. We take a probabilistic approach
we select more than 27 bus lines, the number of transitions increategstimatel;... When we encoder bus lines with Bl coding, the
sharply. This sharp increase is contributed by the bus lines whose trafcoding logic requiresi2 XOR gates and a majority voter with + 1
sitions occur in a way relatively opposite to already selected bus lingguts (including thenvert line) and the decoding logic requires
and/or whose switching activity is very small. XOR gates. Because the majority voter contributes to most of the total
Another fact, observed in Fig. 4, is that there is an interval wheféimber of transitions at the encoding/decoding circuifs.;), we
the variation of transitions is not significant meaning that the numb@PProximateTi,; as the number of transitions in the majority voter.
of transitions is relatively independent on the number of bus lines sEliS assumption yields
lected for PBI coding. Consequently, if we take internal transitions of
encoding/decoding circuits into account for power optimization, the

B
Fig. 4. The number of total transitions versus the number of bus lines involvg%
in PBI coding in an example of low-pass filter.

Tint = 6N(m + 1)a, L (6)
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begin
L1: Compute the transition probability of each bus line, p;,j =0,1,...,7n —1;
L2: Compute the correlation coefficient of each pair of bus lines, pjx,j =0,1,...,n -1,k =0,1,...,n - 1;
L3: Initialize the configuration set C' = {};
L4: for each pih, pmin < pth < Pmaz,Pth = per + step do
L5: C = C U Generate_configuration(p, );
Lé: end do
L7: Count the number of total transitions after MPBI coding for each configuration in C;
L8: Select the configuration that yields the minimum number of total transitions;
end

Algorithm Generate_configuration(pyy, )
begin
L9: R={p%,b,...,0" 1}

L1o0: while R # {} do

L11: Select b* € R such that p; is a maximum;

L12: R=R- {b};

L13: Make a sub-bus ¥ = {b‘};

L14: while true do

L15: Select &' such that _Z_"’T_g‘ll’p_’* > pen and —E—"%-l‘li—p—ji is a maximum;
L16: if & not found then exit loop;

L17: else U =V U{¥},R=R—{b};

L18: end if

L19: end do

L20: end do
L21: Return U v;

end

Fig. 5. Bus partitioning heuristic for MPBI coding.

wherex denotes gate equivalents of a full adder angde) is the ap- The derivation can be found in Appendix &, is the average transition
proximate number of full adders used in the majority voter witim-  probability ofm bus lines and. is the number of patterns. There are ap-
puts, given by proximatelyx N (m + 1) gates in the majority voter with average input
transition probability:,,. Therefore, there are approximately (i +
N(z)=z-2. (7) 1)a,L transitions forL patterns.
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TABLE |
RESULT FORBENCHMARK EXAMPLES

Applications Unenc. BI Heu.+PBI SA+PBI MPBI | Beach Unenc. BI Heu.+PBI SA+PBI

Tyue | Red. | Red. | 8| | Red. | 5] | Red. | Red. | T.;; | Red. | Red. | |8] | Red. | 8]
compress 1756468 39.3 58.9 20 58.9 20 64.8 58.6 1756468 34.8 55.7 16 56.0 15
laplace 3928218 39.5 59.2 19 59.2 19 63.1 55.3 3928218 35.0 56.0 16 56.3 15
linear 3948001 38.7 68.9 23 68.9 23 69.0 62.1 3948001 34.2 64.7 23 64.7 23
lowpass 1101927 40.5 63.7 18 63.7 20 67.8 61.4 1101927 35.9 60.4 17 60.6 16
sor 2874978 33.9 53.3 18 53.3 19 58.4 53.7 2874978 29.4 50.1 16 50.1 16
wavelet 2197 36.6 71.8 22 71.9 21 72.2 73.1 2197 32.0 67.7 21 68.3 19
Average “ [ 38.1 | 62.6 I 20.0 l 62.7 I 20.3 | 65.9 | 60.7 ” l 33.6 I 59.1 I 18.2 I 59.3 I 17.3

IV. MULTIWAY PARTIAL BUS-INVERT CODING A. Experiment with Benchmark Examples

In PBI coding, we partition a bus into two subbuses and then encodane experiment with several benchmark applications [9] collected
only one subbus while leaving the remaining one unencoded. For tfism typical image or signal processing algorithms, which are
two-way partitioning, we heuristically take account of transition prokfrequently implemented as application-specific systems. We assume
ability as well as transition correlation. PBI coding gives good resulg2-b wide data address buses for all the applications and extract the
for a subbus as long as the lines in the subbus are highly correlated vdtha address patterns issued by a SPARC processor. The result is
respect to transition. Therefore, we can extend PBI coding for multigggown in Table I, which is divided in two parts: comparing the total
subbuses to obtain more reduction in bus transitions. That is, we ¢ars transitiong7;,...) and comparing the total effective bus transitions
partition a bus into multiple subbuses such that each subbus containg;). For each coding method, we show the percentage of reduction
only bus lines that are highly correlated with each other. compared to unencoded case. For PBI coding, we also report the

In MPBI coding, we partition a bus into multiple subbuses and thatumber of bus lines selectgdS|). The column with the heading
apply Bl coding independently for each subbus. We need at mosSA+PBI corresponds to PBI coding after bus lines are selected using
extrainvert lines if a bus is partitioned intdé subbuses. Because ofsimulated annealing [10] instead of the heuristic algorithm. Also
the internal transitions due to encoding/decoding circuits, some of s@rown is the percentage of reduction with the Beach Solution [7],
buses may increase total effective bus transitions rather than decre@sese performance is better than working zone encoding [6] except
it. Then we do not encode those subbuses at all. Note that the bufbislowpass, in our experiments.
partitioned based on the correlation so that the number of lines in eaciThe reduction of bus transitions with PBI coding is 62.6% on the
subbus is not uniform while a bus is uniformly partitioned in the partaverage and up to 71.8% compared to unencoded case and this is ob-
tioned BI coding [2]. tained by encoding only 20 out of 32 bus lines on the average. The

Fig. 5 outlines the bus partitioning heuristic for MPBI coding. Aresult with SA indicates that performance of the heuristic algorithm is
Generateconfigurationgenerates a configuratidgiven a threshold of very satisfactory. The execution time of the heuristic is less than 3 min
correlation coefficient, denoted by,.. It constructs a subbus at eachon Ultra 1. MPBI coding gives the best results for these examples with
iteration ofwhile loop (L10). A subbus starts from a bus line whichthe number of subbuses in the range 83 The second part of Table |
has the highest transition probability and is in the(ge} of lines that  indicates that the number of bus lines selected for PBI codlifp)
are not included in any clusters yet (L11, L12, and L13). It iterativelyan be reduced further (18 on the average) if we take the effect of in-
selects a line in? whose average transition correlation is maximungernal transitions due to encoding/decoding circuits into account.
and larger thamp,;, . If such line dose not exist, a new subbus starts.

The set of resulting configurations highly depends on the val
of pun. However, the optimum value o, which can generate
the best configuration in terms of total transitions, depends onWe experiment with data address patterns extracted from a realistic
application. Therefore, we generate the configurations for a rangeextample ofaudio decodef11], which is designed with VHDL and
p+n (L4 and L5). When we count the number of transitions for eadhen synthesized with the LS| 10k gate library. Fig. 6 shows a block di-
configuration (L7), we also include the effect of internal transitionagram of the audio decoder. The block markegser processoreads
due to encoding/decoding circuits by computing the total effective birgout data stored in a frame memory and uses data address of 16-b
transitions. wide to access the external memory markedfer. We extract its data

address patterns through VHDL simulation. Another patterns are ex-
V. EXPERIMENTAL RESULTS tracted from a block markeBFT processomhich accesses memory

In this section, we examine the efficiency of PBl and MPBI coding‘%}%;g\/\,’:nplp the figure) via data address of 7-b wide for 128-point

with three experiments. For the total effective bus transitions [see (5 The result is shown in Table Il with the first set of patterns named

v'\;%glssu?ii SOWpF fofbi‘rs' ?fo%F for:?“"r‘ z;ncr;l] 7fform [schae )((G)r]ﬁ Florwiﬁ]arser and the second set of patterns nanied. The result with Bl

. _COO 0 g-we CS ISOUC d tCO_ guofl ° jtﬁ eac | etalh ps tcoding is omitted because Bl coding has little effect for these examples.
pmin = 1.0, pmax = 1.0, andstep= 1.01, and then Select the Dest 1, o er the reduction with PBI coding and MPBI coding is still sub-
configuration that yields the minimum number of total bus tranSItlonétantial. Furthermore, the number of bus lines selected for PBI coding

2In MPBI coding, aconfigurationis defined as a partition of the bus, whichiS very small meaning that the overhead due to coding logic is kept
is a set of subbuses, where a subbus is defined as a set of bus lines. small.

® Experiment with Examples from Audio Decoder
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Frame buffer TABLE Il
(256K byte: COMPARISON OF THETOTAL BUS TRANSITIONS FORPATTERNS AT DATA BUSES
64 frames) e ,
1 I
@ i RISC core i Applications | Unenc. | BI PBI MPBI
[ ! processor ' Name | n Tous | Red. | Red. | |S] | Red.
Parser ["> utier [>| |
(48K byte: | |
processor 2 frames) ! i speech | 32 | 107989 | 28.9| 436 18 56.2
FFT X
E processor i parser | 8 6506 | 12.1| 12.8} 6 22.1
I ———— a £t 40 | 13554 | 27.1| 27.8| 34 | 549
Audio sample _ S
buffer _
i ;\
1S
Fig. 6. Block diagram of audio decoder. FA c
| S
— FA |
TABLE 1l 3
RESULT FOREXAMPLES FROM AUDIO DECODER =
FA |- — 1S
Applications || Unenc. PBI MPBI | Beach || Unenc. PBI — / et ] Fa 1
— FA .
Name | n | Ths |Red.||S}| Red. | Red. | Tu;r |[Red. |[S] — c .
parser | 16 2563 748 | 7 76.4 75.0 2563 | 711 7 . ] s
£ft 7 1036 | 216 2 | 27.6] 09| 1036|199 2 : I FA ¢
1S
— FA c

C. PBI Coding for Data Bus

PBI coding is suitable for data address buses of application-specffig. 7. Block diagram of a majority voter circuit implemented with a tree of
systems. However, it can be applied for data buses of some applicatit-2dders.
specific systems even though the sequence of patterns is not fixed but

its statistics such as dynamic range is available. This is because BRls \ve present a heuristic to partition a bus into multiple subbuses to
coding relies on correlation of bus lines but not on patterns themselvgs. ;sed in MPBI coding. Experimental results show that reductions in
For a data bus employing two's complement representation, the | number of bus transitions with both PBI and MPBI coding are sub-
significant (LS) bits tend to be random whereas the most significagl ytia| for benchmark examples and a large example such as an audio
(MS) bits are far from random. There is also an intermediate re0i%¥&coder. The performance of the proposed subbus selection algorithm

separating the regions of the LS and MS bits [12]. These characterisigspg) coding is almost as good as that of simulated annealing in bus
of a data bus fit very well with the optimization problem in PBI COdingtransition reduction.

Therefore, we can apply PBI coding for the data bus by using a given
set of typical data patterns. With the same argument, MPBI coding can
also be applied to the data bus.

We experiment with three example patterns: 32-b wide output speeclHere we derive the approximate numidé(z) of full adders (FASs)
signal from a noise canceller [13], 8-b wide data patterns betweased in a majority voter circuit witlk inputs. The majority voter can
Parser processoandBuffer of the audio decoder, and 40-b wide datde implemented as a tree of FAs as shown in Fig. 7. The first level
patterns between memory and a 128-point compleX processonf (the leftmost column in the figure) consistsgf3 FAs® which deliver
the audio decoder. For each example, one set of patterns is used tq:£3)2 inputs to the second level. Then the second level consists of
lect the subbussS) for PBI coding and to partition a bus into multiple (.:/3)(2/3) FAs. It follows then that
subbuses for MPBI coding. With fixed configuration for each coding
scheme, another set of patterns is encoded by each coding scheme. The z (2 2 /2\? z 2\ !
results are shown together with those of Bl coding in Table lll with ex-  V(#) 3 <§) +3 <§) Toot3 <§)

2 k
1 (3) } ®)
VI. CONCLUSION

amples namedpeech, parser, andfft, respectively.
This paper proposes PBI coding scheme, which is quite efficient fyiherek is the height of the tree. Because the last level consists of a
data address buses of application-specific systems though the scher@@@e FA, we require
general enough to be used in other types of buses such as data buses. In o1
the proposed scheme, we minimize the number of bus lines involved in € <2) -1 )
bus encoding as well as the number of total bus transitions. We present 3

APPENDIX A

Ty
3

X

3

a heuristic algorithm of selecting a subgroup of bus lines such thab o1 is not divisible by 3, we can use a simplified logic for/3)— | /3

bus transitions are minimized by encoding only those bus lines. MPRhuyts rather than using a FA. Hence, we maintain a fractional value for the
coding scheme is also proposed to better exploit correlation among busiber of FAs.
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provided that we maintain a fractional value farSolving fork and Architecture Driven Circuit Partitioning
substitute it in (8)

(1]

[2
(3]

[4]

(5]

(6]

(71

(8]
[9]
[10]

(11]

(12]

[13]

Chau-Shen Chen, Ting Ting Hwang, and C. L. Liu

) 2 1~Hog3/2 z/3
Nx)=a|l-|[=
3 Abstract—In this paper, we propose an architecture driven partitioning
=z -2. (10) algorithm for netlists with multiterminal nets. Our target architecture
is a multifield-programmable gate array (FPGA) emulation system with
folded-Clos network for board routing. Our goal is to minimize the
number of FPGA chips used and maximize routability. To that end, we
REFERENCES introduce a new cost function: the average number of pseudoterminals
Rer net in a multiway cut. Experimental result shows that our algorithm

D. Liu and C. Svensson, "Power consumption estimation in CMOls very effective in terms of the number of chips used and routability as
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