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In this paper, we propose an HMMZMLP hybrid scheme 
for achieving high discrimination in speech recognition. 
Io the conventional hybrid approaches, an MLP is 
trained as a distribution estimator or as a VQ labeler, 
and the HMMs pegonn recognition using the output of 
the MLP, In the proposed method, to the contrary, HMMs 
generate a new feature vector of a fixed dimension by 
concatenating their state log-likelihoods, and an MLP 
discriminator p e g o m s  recognition by using this new 
feature vector as an input. The proposed method was 
tested on the nine American E-set letters from the 
ISOLET database of the OGI. For comparison, a 
weighted HMM V H M M )  algorithm and GPD-based 
WHMM algorithm which use an adaptively-trained linear 
discriminator were also tested. In most cases, the 
recognition rates on the closed-test and open-test sets of 
the proposed method were higher than those of the 
conventional methods. 

Over the past few decades, the hidden Markov modeling 
(HMM) of a speech signal has become the prevailing 
approach in speech recognition because of its capability 
of modeling spectral and temporal variations in the 
speech signal [l]. However, the conventional maximum 
likelihood (ML) estimation method (Baum- Welch 
algorithm) often leads to poor discrimination for some 
tasks such as the recognition of the nine American E-set 
letters [2]-[7]. This is because there exists a mismatch 
between a true speech signal distribution and the chosen 
HMM, and the amount of available training data is 
always limited. Therefore, it is desirable to incorporate 
dwximination-based approaches into the conventional 
HMM frameworks [3]. 

Recently, there has been considerable effort in 
combinihg HMM with multilayer perceptron (MLP) [9]- 
[I 13 because it is proven that a properly-trained MLP 

becomes a Bayes optimal classifier, and thus has a 
powehl  pattern discrimination ability. In these previous 
MLP/HMM hybrid systems, an MLP is trained as the a 
posteriori probability estimator for calculating state 
observation probability values [9], or as a vector 
quantization (VQ) labeler for generating an observation 
symbol sequence [lo], and the HMMs perform 
recognition based on the output of the MLP as shown in 
Fig. 1. However, they still suffer from poor 
discrimination because the HMM model parameters of 
the hybrid system are estimated in the ML sense. 
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Figure 1. The c ~ ~ v e ~ t i o n a ~  MLPlHMM hybrid 
scheme. 

Therefore, we propose an HMM/MLP hybrid method 
where an MLP discriminator performs recognition based 
on a new feature vector obtained by concatenating the 
state log-likelihoods of HMMs. The structure of the 
proposed scheme is depicted in Fig. 2. Su and Lee 
showed that there is rich discrimination information in the 

0-7803-4859-1/98 $10.0001998 IEEE 156 

Authorized licensed use limited to: Seoul National University. Downloaded on November 9, 2009 at 23:59 from IEEE Xplore.  Restrictions apply. 



concatenation of the state log-likelihoods of HMMs [3]. 
They proposed a modified adaptive leaming procedure to 
obtain a set of linear discriminant functions. Afterwards, 
several authors proposed state-weighting approaches 
based on the generalized probabilistic descent (GPD) 
algorithm [12]-[13], or the use of an MLP [14]. In [14], 
an MLP is trained for phoneme classification, and then 
the output values of the MLP are used as the state- 
weights, which is different from the proposed scheme. 
The proposed method can utilize discrimination power of 
an MLP and rich discrimination information in the 
concatenation of the state log-likelihoods. 
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Figure 2. The proposed HMMlMLP hybrid 
scheme. 

In the following Section, we describe the features of 
the proposed HMM/MLP hybrid scheme. In Section 3, 
experimental results on the nine American E-set letters 
from the ISOLET database [15] of OGI (Oregon 
Graduate Institute) are summarized. Finally, conclusions 
are presented in Section 4. 

2. Proposed Hybrid Scheme 

The proposed HMM/MLP hybrid system consists of 5- 
state left-to-right discrete HMMs and an MLP 
discriminator. For the HMMs, a VQ codebook with 128 
entries is generated using the LBG algorithm, and each 
HMM is trained by the conventional Baum-Welch 
algorithm. For the MLP discriminator, a typical 3-layer 
perceptron is adopted because it is empirically granted 
that the use of 1 hidden layer is enough in most real 
applications though the number of hidden layers should 
be determined according to the complexity of a given 
problem. 

In this 3-layer perceptron, the number of input 
neurons becomes the product of the number of states in 

an HMM and the number of classes to be classified, and 
thus becomes 45. The number of output neurons is the 
same with the number of classes to be classified, and thus 
is 9. 

However, there is no analytical method in selecting 
the optimal number of hidden neurons up to date. Thus, 
in many previous applications, the number of hidden 
neurons has been empirically chosen to be large enough 
by rule of thumb after several trial-and-errors. We also 
determine it as 45 after several trials over different 
training conditions. 

To train this 3-layer perceptron, we adopt the on-line 
error backpropagation algorithm where the error gradient 
with respect to the connection weight vector is estimated 
pattern by pattern. To reduce the possibility of getting 
stuck in a local minimum and to accelerate the 
convergence speed, a random pattern presentation scheme 
is used. The connection weights are initialized with small 
random values between -0.5 and +0.5. 

3. Experimental Results 

We evaluated this system on the nine American E-set 
letters {b, c, d, e, g, p, t, v, z} extracted from the ISOLET 
spoken letter database of the OGI [15]. The ISOLET 
database contains the letters of the English alphabet 
spoken in isolation by 150 speakers. Each speaker uttered 
each of the letters twice. Among them, the first 
recordings from 120 speakers (TR set) were used for 
training, and the second recordings from the same 120 
speakers (CT set) were used for closed-test. The 
remaining recordings from 30 speakers (OT set) were 
used for open-test. The baseline performances of the 
discrete HMM-based system trained by the Baum-Welch 
algorithm were 76.9 % for the TR set, 62.5 % for the CT 
set, and 60.4 % for the OT set. 

The speech signal is processed by using an eighth 
order LPC (linear predictive coding) analysis, with a 45 
ms Hamming window and a 15 ms shift. A 24- 
dimensional feature vector, consisting of 12 LPC-dnven 
liftered cepstral coefficients and 12 delta cepstral 
coefficients [3], is applied to an HMM-based system at 
every frame, and the HMM-system generates a 45- 
dimensional input vector at the end of frames through 
Viterbi decoding. Note that the 45-dimensional vector is 
obtained by concatenating the state log-likelihoods from 
9 HMMs with 5-states [3]. The input vector to the 3 layer 
perceptron is divided by a proper positive constant (100.0 
in this work) for limiting its dynamic range. 

In training the 3-layer perceptron, the magnitude of 
the leaming rate should be chosen carefully after several 
trials since the convergence speed and the final 
performance depends on it. In these experiments, the 
leaming rates of 0.01, 0.05, 0.1, 0.2, and 0.3 were tried, 
and we found that the performances were similar. The 
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maximum number of iterations was limited to 300. Since 
the on-line error backpropagation algorithm is used in 
this simulation, there is a fluctuation in the recognition 
rates on the TR, CT and OT sets as shown in Fig. 3. The 
training criterion is the conventional mean square error 
(MSE) criterion. 
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Figure 3. The recognition rate as a function of 
the number of iterations in the proposed method 

(learning rate = 0.05). 

For comparison, a weighted HMM (-)-based 
system using a modified adaptive learning procedure was 
implemented and tested. Since the GPD algorithm is an 
extended version of the adaptive learning procedure, we 
also implemented the GPD-WHMM system, and tested it. 
Note that the GPD-WHMM approach is a little bit 
different from those in E121 and [13] where only state- 
weighting functions are incorporated into the HMM- 
based system. The GPD-WHMM system results in a set 
of linear discrimination functions instead of the state- 
weighting functions. 
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Figure 4. The recognition rate as a function of 
the number of iterations in the WHMM approach 

(Su and Lee's). 
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Figure 5. The recognition rate as a function of 
the number of iterations in the GPD-WHMM 

approach. 

A series of experiments for these two approaches 
were performed under various different training 
conditions. Typical curves on the recognition rate 
evolution of these two methods were given in Fig. 4 and 
Fig. 5, respectively. 

The overall performance comparison is summarized 
in Table 1. The results in Table 1 are the best ones on the 
OT set for each algorithm, and other results under various 
different conditions varied slightly in comparison with 
these ones. In most cases, the recognition rates on the CT 
and OT sets of the proposed method were higher than 
those of the WHMM and GPD-WHMM approaches. In 
addition, the results indicated that the performance on the 
OT set of the proposed scheme was better than those of 
the GPD-WHMM algorithm while the performances on 
the CT set of both methods were nearly same. 

Table 1. Performance comparison. 
I Algorithm I CT set I pe set I 
I Baum-Welch I 62.5% I 60.4 % I 

V C r H M M l  75.9% I 69.8 % 
GPD-WHMM I 77.2% I 70.2 % 

I Proposed I 77.1 % I 73.7% I 

4. Conclusions 

In this paper, an HMM/MLP hybrid scheme was 
proposed to improve the discriminatory power of the 
conventional HMM-based speech recognizer. The 
proposed method uses an MLP discriminator whose input 
vector becomes the concatenation of the state log- 
likelihoods of HMMs. Because of the MLP's 
discrimination power and rich discriminative information 
in the I-IhlM state log-likelihoods, the proposed scheme 
perfom better than other similar approaches such as the 
WHMM and the GPD-WHMM algorithms. However, 
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compared to these two similar approaches, its 
computational burden increases since it requires larger 
number of weights and additional nonlinear activation 
function calculations. 

Currently, the proposed method is applied to an 
isolated speech recognition. However, in near future, we 
will develop the way of applying this method to 
connected word and continuous speech recognition. 
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