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Noise Performance Design of CMOS Preamplifier for
the Active Semiconductor Neural Probe

Kyung Hwan Kim and Sung June Kim*, Member, IEEE

Abstract—A systematic design guideline is presented for the
noise performance of preamplifier for semiconductor neural
probe which contains on-chip electronic circuitry. The overall
signal-to-noise ratio (SNR) is calculated considering the spectral
characteristics of the measured extracellular action potential
and the low-frequency noise spectrum of the CMOS device from
typical fabrication processes. An analytical expression of the
output noise power is derived, and utilized to tailor the frequency
response and device parameters which are controllable by the cir-
cuit designer. An analysis of the output SNR of a two-stage CMOS
differential amplifier is given and the major factors which have
significant effects on the SNR are determined. We showed that a
little deviation of the input device sizes and transconductance ratio
from the optimal values can significantly deteriorate the SNR.
Quantitative information of the preamplifier circuit parameters
for satisfactory noise performance is provided.

Index Terms—Active neural probe, CMOS, differential ampli-
fier, extracellular recording, signal-to-noise ratio.

I. INTRODUCTION

T HE RECORDING of an extracellular action potential by
microelectrodes represents a major neurophysiological

tool for the investigation of the nervous system at the cellular
level. Metal microelectrodes are typically used for this purpose
[1], [2], but they possess limitations, in that it is difficult to
manufacture such electrodes with reproducible tip sizes and
shapes. As a result, experiments involving their use cannot be
well-controlled. Moreover, simultaneous recording of signals
from neurons placed very close to one another is impossible,
because of limitations in the resolution of the electrode site.
Advances in semiconductor-based microelectronics technology
have greatly changed this situation. Using semiconductor mi-
cromachining technology, it is possible to precisely define the
location, the area and, thus, the impedance level of the electrode
site. The fabrication of one- or two-dimensional array of elec-
trodes having minutely controlled inter-electrode spacings and
sizes on a semiconductor substrate is also possible. This enables
the simultaneous monitoring of electrical activities from several
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adjacent neurons and their networks in both the central nervous
system and the peripheral nervous system [3]–[7].

The semiconductor microelectrode provides another signifi-
cant and important benefit. Because the electrode sites are made
on a semiconductor substrate, on which active circuits can be
integrated, it is possible to perform basic signal conditioning
such as amplification and multiplexing by monolithically in-
tegrated active circuitry. The advantages of this capability are
obvious. First, this eliminates much of the off-chip signal pro-
cessing circuits so that the overall instrumentation channel is
greatly simplified, possibly to a single chip. Second, because the
distance between the front-end amplifier and the electrode site is
very short, the output signal is less contaminated by the electro-
magnetic interference (EMI) which results from the connecting
wires. Third, the number of connecting leads can be reduced
by an on-chip multiplexer [5]. In addition, further signal condi-
tioning circuitry can also be integrated. Even wireless transmis-
sion is feasible when the radio-frequency (RF) telemetry circuits
are built on-chip [8]. Fig. 1(a) shows the structure of an active
electrode containing multiple electrode sites and monolithically
integrated circuits [3]–[5]. A block diagram of a typical on-chip
circuitry of the active electrode is shown in Fig. 1(b).

The most important feature of the monolithic integration of
active circuits is on-chip amplification. Extracellular action po-
tentials show an amplitude in the range of tens to hundreds of
millivolts and, thus, amplification is necessary for further signal
processing such as multiplexing, filtering, and analog-to-digital
conversion. However, this small amplitude of the neural signal
and the high impedance level of the electrode site make the de-
sign of the front-end amplifier somewhat difficult. In addition,
semiconductor devices inevitably add unwanted noise to the
signal. Extracellular neural signals have frequency components
in the range of about 50–5 kHz, where MOSFET’s show an un-
desirably high level of noise spectral density (NSD) [11]–[13].
This poor noise characteristic is mainly due to noise. Al-
though no precise explanation for the mechanism of noise
is available, it is widely accepted and has been experimentally
verified that the NSD of noise is inversely proportional to
the gate area of MOSFET, as well as the characteristic capaci-
tance of the gate oxide [11]–[13]. Thus, a large gate area is nec-
essary, in order to reduce noise.

However, the silicon area is a valuable resource that must be
saved in the procedure of integrated circuit design, especially
when simultaneous multichannel recording from up to hundreds
of channels is being considered. It is desirable to minimize the
layout area of devices while still satisfying the necessary re-
quirements for the noise performance. In addition, although the

0018–9294/00$10.00 © 2000 IEEE

Authorized licensed use limited to: Seoul National University. Downloaded on April 7, 2009 at 08:21 from IEEE Xplore.  Restrictions apply.



1098 IEEE TRANSACTIONS ON BIOMEDICAL ENGINEERING, VOL. 47, NO. 8, AUGUST 2000

(a)

(b)

Fig. 1. (a) A schematic diagram of an active neural probe. Multiple electrode
sites and signal conditioning circuitry are integrated on a silicon substrate. (b)
Block diagram of an example on-chip circuit of the active electrode.

transfer function of the preamplifier can be adjusted to meet the
necessary performance, complete freedom is not allowed. In this
situation, it becomes necessary to reliably check whether the
circuit under consideration satisfies the given noise criteria. For
these purposes, detailed knowledge is needed concerning rele-
vant problems, such as noise characteristics of the electrode and
the preamplifier, properties of the signal to be detected, and tol-
erable signal-to-noise ratio (SNR) of the specific information
extraction system for the neurophysiological research and the
closed-loop neural prosthesis [25].

In this paper, we present a systematic design guideline for a
low-noise front-end amplifier for use as an active neural probe,
i.e., a monolithic extracellular neural signal recording channel
which consists of recording electrode and CMOS signal con-
ditioning circuitry. The purpose of this active microelectrode
is to provide amplified extracellular action potential recording
with tolerable SNR. We propose a design methodology for the
preamplifier which satisfies the necessary noise performance
specification of the neural signal recording with a typical CMOS
process technology, which is not specially optimized for low-
noise analog circuit.

II. DESIGN OF THELOW-NOISE PREAMPLIFIER FOR

EXTRACELLULAR NEURAL SIGNAL ACQUISITION

A. Considerations of the Noise Characteristics in Front-End
Amplifier Design

In the design of communication or instrumentation systems,
the noise characteristic of the front-end amplifier is an important
design issue, since it determines the required minimum level of
the input signal amplitude. It is generally considered that any
unwanted signal which contaminates the desired signal is noise.
Major noise sources can be grouped into two categories. One
is EMI from external sources such as 60-Hz power line, cou-
pled through various parasitic capacitances. Proper shielding,
grounding and isolation are necessary, in order to reduce the
coupling of EMI. In the case of the design of a semiconductor
neural probe, careful layout is required.

Another factor is intrinsic noise sources which result from
the random fluctuations of physical processes within active and
passive electronic devices. Our main concern in this paper is
to minimize the influence of these intrinsic noise sources by
appropriate circuit design. If the system is constructed using
discrete components on a printed circuit board (PCB), devices
which have low-noise characteristics can be chosen to meet the
requirement, but in case of a monolithically integrated circuit,
the available device is limited by the given fabrication tech-
nology. Most of today’s integrated circuit (IC) and microelec-
tromechanical systems (MEMS) are fabricated using CMOS
technology whose constituent devices are MOSFET’s which
show poor noise characteristics over a bipolar transistor or JFET,
especially for the low-frequency range where noise is dom-
inant. Active semiconductor neural probe is no exception to this
[3]–[5], [28]. Hence, it is evident that poor noise performance
of MOSFET poses a potentially serious problem.

Considerable effort has been expended in the implementation
of the low-noise CMOS amplifier at the low-frequency range.
Methods such as correlated double sampling and auto-zeroing
[24] have been proposed and utilized for the offset reduction and
low-frequency noise elimination. These are attractive solutions
when the amplifiers are part of the sampled-data system, but it
is impossible to use them for true continuous-time applications,
such as neural signal recording.

The output noise power is determined from equivalent input
noise sources and transfer function of the system by calculating
the following integral,

(1)

where is transfer function of the system and
is power spectral density of the total equivalent input noise.
In our problem, is determined from the equivalent
impedance of the electrode and the topology and constituent
devices of the preamplifier. Noise sources which contribute
to are: thermal noise resulting from the equivalent
impedance of the electrode, noise from the active semicon-
ductor devices which constitute the amplifier. In the case
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of semiconductor devices, three fundamental mechanisms
of thermal, flicker and shot noise contribute to the
total noise power [11]–[13]. Thermal noise is the result of
the thermal excitation of carriers in a conductor and shows
a white spectral density whose level is proportional to the
absolute temperature. Shot noise also shows a white spectral
density which is dependent on the dc bias current. In the case
of a MOSFET, where dc bias current at the gate is almost
negligible, shot noise is ignored [13]. Flicker noise, or
noise is the least well understood of the three mechanisms,
but it is generally accepted that its noise spectral density

can be expressed by (2) in the case of a MOSFET
[9], [13], [18]

(2)

where
is the gate length;

is the gate width;

is the gate-oxide capacitance per unit area;

and
are parameters which are dependent on specific fabri-
cation process.

Because its spectral density is inversely proportional to the
frequency, the contribution is significant in the low-frequency
range. Equation (2) clearly demonstrates that it is possible to
reduce noise level by increasing the area of the devices, but
only at the expense of the increased circuit areas and input ca-
pacitance. These result in a serious problem in our application
because the input of the system has a large impedance level
(i.e. the equivalent impedance of electrode–electrolyte interface
[15]), and because the active neural probe usually contains
multiple recording sites so that one preamplifier is required
for each recording site. In this regard, it is very important to
minimize the areas of devices at the input stage while meeting
the specification of the noise characteristics required for the
following system.

B. Method for Low-Frequency Noise Characteristics Design
by Analytical Modeling; A Simple CMOS Differential Voltage
Amplifier

Fig. 2 shows a typical two-stage CMOS differential amplifier.
The large gain and phase margin which is required for op-amp
application can be satisfied using this structure [9], [16], [18].
For our extracellular neural signal preamplifier application, the
required voltage gain is several hundreds and the cutoff fre-
quency is several kilohzert, respectively. These requirements
are easy to achieve with this structure. Several active neural
probes having a preamplifier which is similar to this structure
have been reported [3], [5], [28]. As previously mentioned, the
output noise power can be calculated from the input equivalent
noise sources and the transfer function. From circuit analysis
and by assuming that the devices and and ,
respectively, are identical, it can be shown that the equivalent

Fig. 2. Circuit diagram of a CMOS differential voltage amplifier.

Fig. 3. Equivalent circuit of the electrod–electrolyte interface.I
is the current through the cell membrane and can be calculated from
Hodgkin–Huxley-like model [22], [23].C is the cell-membrane capacitance.
R is spreading resistance of the saline.R is the resistance of the metal
line.C is the parasitic capacitance through the dielectric passivation layer.
C is the parasitic capacitance through the semiconductor substrate.R and
C are the equivalent resistance and capacitance of the electrical double layer
at the metal-electrolyte interface.R is the sealing resistance and represents
the leakage current flow to the ground through saline.R andR is relatively
small compared toR andR and, thus, can be ignored while calculating
thermal noise of the electrode.

noise spectral density referred to the input of the preamplifier,
, can be expressed as follows [17]:

(3)

(4)

(5)

(6)

Here, is the transconductance of the device, and
are the constituent elements of the equivalent impedance of

the electrod–electrolyte interface (Fig. 3) whose physical mean-
ings can be found in [2] and [15]. and are parame-
ters defined for PMOS and NMOS, respectively., and a
can be determined from the measured noise spectra of the de-
vices. is in the range of 0.7–1.2. , and
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denote the input referred noise spectral densities
due to the thermal noise of the electrod–electrolyte equivalent
impedance, thermal noise sources of the MOS devices, and
noise sources of the MOS devices, respectively. When deriving
(3)–(6), we considered only the contributions from the electrode
and the active devices at the first stage, since these determine the
overall noise characteristics of the amplifier.

The transfer function of the amplifier shown in Fig. 2 can be
expressed by the following second-order system function [9]:

(7)

Here, , and are the angular frequencies of the zero, the
dominant pole and the second pole, respectively, andis the
dc gain. These values can be obtained from small-signal anal-
ysis of the equivalent circuit of the amplifier. The dc gain has no
influence on SNR but the location of the poles and zeros alters
the transfer function, and as a result, the output signal and noise
power. Regardless of this fact, in previous studies the preampli-
fiers for the neural signal have been designed so that they have a
cutoff frequency of just “several” kilohertz (6–10 kHz) [3], [5],
[6]. Here, we attempted to determine the major factors which
affect the output noise power, and to optimize these so that the
required SNR specification is satisfied.

From (3)–(7), the total output noise power can be ex-
pressed as follows:

(8)

(9)

(10)

(11)

As is done in this paper, in many cases it is possible to obtain
a satisfactory fit to the measured noise spectrum with only
and by setting a equal to one [11], [18]. To evaluate the inte-
grals in the above equations, we obtained the following explicit

Fig. 4. (a) Frequency response of an example amplifier having the structure
shown in Fig. 2. Dotted line: HSPICE simulation result. Solid line: Fitted result
to the HSPICE simulation using the second-order system function (7). The
locations of dominant pole frequency, second pole, and zero are 2.8 kHz, 50
MHz, and 4 MHz, respectively.

expressions after a rather lengthy calculus by settingequal to
one and by integrating from to

(12)

where and are scaling factors of the output thermal noise
power and the output noise power, respectively, and which
are dependent on the spectral characteristics of the transfer func-
tion and noise sources. These can be evaluated analytically as
given in (13) and (14), shown at the bottom of the next page.

In order to estimate the output noise more accurately, the nu-
merically calculated value of the frequency response using a cir-
cuit simulator like HSPICE might be used [10]. However, the
above explicit expressions for and give directly the depen-
dency of output noise power on the locations of poles and zero.
Moreover, as shown in Fig. 4, we found that the second-order
system function (7) is able to approximate the actual frequency
response obtained from HSPICE simulation precisely, and as
a result, no substantial errors were found when the analytical
expressions were used instead for the calculation of the output
noise power.

C. Results

In order to determine the major factors which influence noise
performance and to estimate their numerical values, we per-
formed a set of calculations of the output noise power based
on (12)–(14) while varying a number of parameters which can
be changed by the circuit designer.

Authorized licensed use limited to: Seoul National University. Downloaded on April 7, 2009 at 08:21 from IEEE Xplore.  Restrictions apply.



KIM AND KIM: NOISE PERFORMANCE DESIGN OF CMOS PREAMPLIFIER 1101

We determined the locations of poles and zero and the geom-
etry of the devices by means of a quantitative analysis of the
output noise. noise parameters of the MOSFET used for
the preamplifier design were obtained from curve fitting to the
measured noise spectrum from the literature which contains de-
tailed measurements of noise parameters for several CMOS
IC fabricators [14]. and values used to obtain the results
in this section were and , respectively.

Careful considerations of (12)–(14) provides insights into the
factors determining the noise power at the preamplifier output.
These are as follows.

• The frequency of the dominant pole, the second pole and
the zero. However, experiences of analytical calculation
and HSPICE simulation revealed that the locations of the
second pole and zero do not have significant effects on the
overall noise characteristics in most cases.

• The transconductance ratio of the devices at the input
stage, .

• The gate areas of the devices at the input stage, and
.

• and . However, these parameters are not con-
trollable by the circuit designer, since they are determined
by the given fabrication process.

• The equivalent impedance of electrod–electrolyte inter-
face. But in our case, we found that the total output noise is
mainly determined by the noise as shown in Fig. 5(a),
so that a rough estimation of and is sufficient
for the analysis.

Therefore, we can summarize the factors that have great effects
on the noise performance of the preamplifier, and can be ad-
justed by circuit designer as follows. These factors include the
frequency of dominant pole, the transconductance ratio of the
devices at the input stage, , and the gate area of the
devices at the input stage, and . With this prelimi-
nary information, we performed an analysis, in order to estimate
quantitative value of SNR.

Fig. 5 shows the effect of the dominant pole frequency vari-
ation on the output noise power. The noise power of the
preamplifier is much larger than the thermal noise power of the
preamplifier and the thermal noise power of the electrod–elec-
trolyte interface, unless the areas of input devices are tremen-
dously large. The and thermal noise powers both increase

(a)

(b)

Fig. 5. (a) Output noise power versus dominant pole frequency. (b) Linear plot
of the overall output noise power and1=f noise power. It is clear that the1=f
noise power dominates the overall output noise power.

with increasing dominant pole frequency, but the rate of increase
becomes slower. While the dominant pole frequency should be
high enough to pass all the frequency components of the input

(13)

(14)
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(a)

(b)

Fig. 6. (a) Extracellular action potential recorded from the abdominal ganglion
of Aplysia. The peak amplitude of this spike is approximately 60�V. (b) Power
spectrum of the extracellular recording shown in Fig. 6(a).

signal, it cannot be increased unrestrictedly high manner be-
cause of the inherent limitation of the MOSFET [13]. Further-
more higher dominant pole frequency increases the output noise
power as shown in Fig. 5, thus, this might lead to a deterioration
of SNR. Therefore, it is desirable to determine the minimum
value of the dominant pole frequency while still meeting the re-
quired SNR criteria. This necessitates, not only the calculation
of the output noise power, but also the signal power.

Fig. 6(a) shows a typical extracellular action potential
whose amplitude is approximately 60V. This was recorded
from a metal microelectrode inserted in the abdominal ganglia
of Aplysia. Details of the recording experiment are given
elsewhere [19]. The power spectrum of the signal shown in
Fig. 6(b) is calculated using Welch’s method [20]. The output
signal power is calculated from this signal power spectrum
and the transfer function of the preamplifier. Fig. 7 shows the
effect of the dominant pole frequency on the output signal
power. As the dominant pole frequency increases, the output
signal power increases up to 3 kHz, but the signal power

Fig. 7. Output signal power versus the dominant pole frequency.

Fig. 8. SNR variation versus the dominant pole frequency at variousg =g
ratios.

saturates at around 5 kHz. A further increase in the dominant
pole frequency is not beneficial in increasing the output signal
power and the SNR.

The variation of SNR with respect to each parameter can now
be quantitatively obtained from the calculation of signal power
and noise power at the preamplifier output. Fig. 8 shows SNR
variation as a function of the dominant pole frequency. SNR in-
creases as the dominant pole frequency increases, but no further
enhancement of SNR was obtained when it is higher than about
5 kHz. Each trace in Fig. 8 is for various ratios. A
larger ratio decreases SNR. In order to investigate this
more carefully, we observed SNR variation with respect to the

ratio while fixing the dominant pole frequency. Fig. 9
depicts the variation of SNR with respect to the transconduc-
tance ratio at the input stage when the dominant pole frequency
is 5 kHz. SNR rapidly decreases as the ratio increases
to 0.4-0.5.

Now we investigate the effect of device size on SNR. Fig. 10
shows the result of slightly misjudged input device sizes on
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Fig. 9. SNR variation versus theg =g ratio at the dominant pole
frequency of 5 kHz.

the noise performance. When the area of and are
4000 m and 900 m , respectively [Fig. 10(a)], and as the

ratio is 0.25, the output noise power is significantly
larger than the output signal power although the areas of
input devices appear to be sufficiently large. Fig. 11 shows
the SNR variation with respect to the two input device areas.
The ratio is 0.1 and the dominant pole frequency is
5 kHz. As we can easily estimate qualitatively from (2), an
increase in the device areas led to an improvement in SNR,
but Fig. 11 gives the numerical value of SNR with respect to
the device areas. The shaded region in contour plot Fig. 11(b)
indicates the domain where the values of SNR exceeds five.
The SNR value of five is an arbitrarily chosen lower limit
of SNR, but in recent studies of neural spike sorting, correct
classification of up to 80%–90% was possible provided the
SNR is higher than five [25], [26]. Fig. 11(a) and (b) provide
the specific numerical values of device sizes necessary to
achieve the required SNR once the dominant pole frequency
and transconductance ratio is determined.

III. D ISCUSSION ANDCONCLUSION

In this paper, we presented an organized design scheme for a
preamplifier, the most important building block of the signal-
conditioning circuitry of an active neural probe with on-chip
electronics monolithically integrated with the recording elec-
trode sites. The major issue is to provide the quantitative infor-
mation necessary to design the noise performance, using con-
ventional CMOS fabrication processes. We demonstrated that
the output noise power can be much higher than the output signal
power, provided the devices at the input stage of the preamplifier
were made as small as present fabrication technology permits.
Thus, if the typical CMOS process is used for the fabrication
of the active neural probe, the design method proposed in this
paper is indispensable. Otherwise special low-noise process will
be necessary to facilitate noise performance design. Although
there is general knowledge available for the low-noise design

(a)

(b)

Fig. 10. Output signal and noise power versus dominant pole frequency.
Effects of theg =g ratio and device sizes on the SNR are evident in this
figure. (a) An example of inadequate design. Noise power is much larger than
signal power. SNR is 0.428 when the dominant pole frequency is 6 kHz. (b) An
example of adequate design. SNR is 5.75 when the dominant pole frequency
is 6 kHz.

method (for example, it is well known that large device area re-
duces noise), in the real design of integrated circuits, quan-
titative estimation of parameters meeting the given specification
can be a great help to the circuit designer.

One thing to note is that the noise parameters are di-
rectly dependent on the Si–SiOinterface and, thus, it might
vary slightly even among the wafers from the same process run.
We suggest that one should use the conservative value of
noise parameter, i.e. largest and values obtained by mea-
suring the noise spectrum of the devices from the given fabrica-
tion process run.

The methods in this paper can be applied to any CMOS-in-
tegrated sensor device used for acquisition of low-frequency,
continuous-time signal. Possible examples are active EEG [27],
[28] or an ECG recording device [29] and a cultured neuronal
network device having on-chip CMOS circuitry. The methods
can also be used for other preamplifier types, such as simple
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(a)

(b)

Fig. 11. (a) SNR versus input device size. (b) Contour plot of (a). The shaded
region in (b) indicates the domain where SNR is higher than five.

source-follower buffer [21], after identifying the equivalent
input noise sources.
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