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Abstract—The sensitivity of an OEIC receiver depends essen-
tially on the physical sources of device and circuit noise referred
to its input, provided that the inter-symbol interference (ISI)
makes no significant contribution. For well designed receivers,
the latter situation can be realized only at an optimum bandwidth
(f3 dB-opt) for a given bit rate (B) or vice versa. In this paper,
we have determined the relationship between the bit rate and
the 3-dB bandwidth for negligible and pre-set levels of ISI for
an optimized p-i-n/HBT transimpedance receiver with adjustable
bandwidth. We have used the SPICE simulations in the frequency
domain to determine the effect of device and circuit noise, and
the SPICE transient analysis to determine the effect of ISI on the
sensitivity. The ratio f3 dB-opt=B has been found to vary from
0.65 to 0.45 whenB changes from 10 to 20 Gbps for the OEIC
receiver used.

I. INTRODUCTION

I N RECENT years, several high-speed OEIC receivers suit-
able for 1.55- m wavelength fiber-optic communication

links have been reported in the literature [1]–[3]. These
receivers are typically characterized by the 3-dB bandwidth

of their low-pass frequency responses and by the
minimum detectable optical power, or the so-called sensitivity,
for a specified bit-error-rate (i.e., 10). This corresponds to
an SNR of , and thus the detected sensitivity

can be expressed as [4]

(1)

where represents the sum of the mean-squared values of
all physical sources of device, and circuit noise referred to the
input of the receiver, and all other notations have their usual
significance.

For digital signal transmission involving OEIC receivers
without equalization at the output, noise arising due to the
so-called inter-symbol interference (ISI) [5] should also be
included in addition to , as considered later in Section IV.
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If the ISI is ignored, then one finds that the upper limit of
the operating data rate of a receiver increases as its is
increased, with the consequent reduction of sensitivity since

increases with bandwidth. However, when the noise due
to ISI is included in determining the sensitivity, one finds that
for a given data rate there is an optimum amplifier 3-dB
bandwidth - at which the SNR due to ISI attains
its maximum which in turn leads to the corresponding highest
possible receiver sensitivity. Conversely, for a given amplifier
having a fixed bandwidth, there is an optimum data rate which
will result in the highest possible sensitivity. It is generally
expected that a proportional relationship exists between the
bandwidth and the bit rate, i.e.,

- (2)

where . No analytical method has yet been
developed for the determination of , although it is usually
determined experimentally [6] by observing the so-called “eye
diagram” for clear opening while varying the data rate.

In this paper, we present the results of determination of

- versus , as well as the minimum required and max-
imum allowable ’s for specified percentages of ISI, using
SPICE transient simulation of an OEIC transimpedance re-
ceiver based on p-i-n photodetector and heterojunction bipolar
transistors (HBT’s). The receiver was designed with optimized
load resistance and feedback resistance [4]. The
transimpedance function and the 3-dB bandwidth of
the receiver were altered by varying the feedback capacitance

across . This approach of changing receiver bandwidth
helps to preserve the operating bias condition, and as well as
the magnitudes and characteristics of various noise sources of
the HBT and circuit resistances. This behavior of unaltered
background noise sources while changing is essential
in order to determine its relationship with the operating bit-
rate. For accurate determination of the sensitivity we first
determined the contributions from all device and circuit noise
sources by direct integrations involving the entire passband
of transimpedance response, , instead of using the
Personick’s integration constants [7], and combined the same
with the ISI obtained from transient simulations.

II. DESIGN OF A p-i-n/HBT RECEIVER

InP-based HBT’s are attractive devices for monolithically
integrated high speed optoelectronic circuits due to their ultra-
fast (high frequency) performance, material compatibility with
1.3–1.55- m lightwave communication systems, and good
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Fig. 1. Small-signal equivalent circuit. The design parameters used are
Cbc = 0:0015 pf, Cc = 0:004 pF, C� = 0:0528 pF, rbb = 60 
,
rcc = 40 
, ro = 12:5 k
, r� = 3:5 k
, and gm = 14:28 mS,
respectively. These values are extracted from epi layer structure, geometric
structure of the device, and dc biasing conditions.

reliability characteristics [8]. For the realization of the p-
i-n/HBT OEIC receivers both the two-level heterostructure
material approach [1], [2] and the single-level unified material
approach [3], [8] have been utilized. In the latter approach, a
thick ( 1 m) lightly doped n-type InGaAs layer serves as the
collector region of the HBT and as the absorption region of
the p-i-n photodetector. Besides the structural simplicity, the
unified material approach results in HBT’s with low collector-
base feedback capacitance, and this in turn yields [4] a high

: ratio for the p-i-n/HBT OEIC receiver, where
is the bandwidth of the receiver and is the effective unity
current gain frequency of the HBT including the effect of the
capacitance of the p-i-n detector. Because of these advantages,
we have chosen as an example of a high performance OEIC
receiver the unified material based p-i-n/HBT receiver system.
Both the effects of device and circuit noise sources as well
that of the inter-symbol interference are included.

The small-signal equivalent circuit parameters of the HBT
based on the material and device structure described above can
be extracted from a knowledge of the dc biasing conditions
following the methodology presented in [10] and later as
used in [4]. We have taken a moderate collector current
density of A/cm consistent with the collector doping
concentration of cm and electron saturation velocity
of cm/sec and an emitter area of m .
This corresponds to the collector current mA
and base current A, assuming a current gain
of 50. The intrinsic transconductance for mA is

16.7 mS for an assumed ideality factor of 1.2. The effective
transconductance assumes a value of 14.28 mS due to the
emitter series resistance for the assumed contact
resistivity of 10 cm . In the equivalent circuit model
shown in Fig. 1, the effects of on , and have been
included, and values of all other parameters are indicated in
the figure caption. The intrinsic cut-off frequency of the HBT
structure, , can be calculated to be 43 GHz,
excluding the effect of the collector-base capacitance. This
corresponds to an effective emitter-to-collector transit time of
3.69 ps, of which 2.12 ps is associated with the thick collector
depletion region, 1.32 ps is associated with the emitter junction
capacitance, and 0.25 ps is associated with the base region.

As shown in Fig. 2, we choose transimpedance type con-
figuration for the photoreceiver preamplifier due to its wide
bandwidth and rather large dynamic range. The frequency
response of the transimpedance amplifier is determined by
the details of the circuit design, including the effects of

Fig. 2. Transimpedance front-end amplifier circuit. Transimpedance-type
configuration for photoreceiver front-end preamplifier has wide bandwidth
and rather large dynamic range characteristics. We takeRL; Rf ; and Cf
as the key variables in optimizing the photoreceiver in terms of bandwidth
and sensitivity.

Fig. 3. Transfer function for variableCf . WhenCf is 1 fF, the transfer
function is maximally flat, and further increase inCf leads to over-damping
with reduced 3-dB bandwidth while further decrease inCf leads to peaking
with enlarged bandwidth. The 3-dB bandwidths obtained are 9.45, 9.12, 8.00,
and 6.07 GHz forCf = 0; 1; 3; and5 fF, respectively.

feedback components and . In this circuit, feedback also
has impact on the noise performances of the amplifier. For
an appropriately selected value of satisfying the biasing
constraints, this circuit has been shown to have an optimum
value of , together with a preferred value of that
provides maximally flat frequency response [4]. In our circuit,
after selecting we take the optimum value of and

as the key variables in order to systematically change
the photoreceiver bandwidth and sensitivity. The advantage
of varying lies in the fact that we can vary values of
while keeping constant simply by changing the geometrical
aspect ratio of . The resistor elements of the circuit are
assumed to be realized by a subcollector n-InAlAs layer. The
n -InGaAs collector layer is patterned to make contact pads
for the sub-collector resistor elements, and the capacitance
arises due to the fringing effects between them. The value of

ranges from fF to several fF’s. Fig. 3 shows the transfer
functions for the front-end receiver circuit for different
values.
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III. N OISE ANALYSIS WITH A REALISTIC TRANSFERFUNCTION

The conventional analysis expresses the overall equivalent
noise spectral density due to device and circuit physical
noise sources referred to the input of the transimpedance
preamplifier stage of the p-i-n/HBT receiver in the following
manner [4], [7]:

(3)

The first term and the third term in (3) are the thermal noise
contributions from the feedback resistor and the sum
of the base resistance and the emitter resistance ,
respectively. The second term is the shot noise contribution
due to the dc base current and the dark current of p-i-n
diode , and the last term is the shot noise contribution
due to dc collector current . Here we have ignored the 1/f
noise and g–r noise contributions as their impact on sensitivity
is quite negligible. The characterizing frequencies in (3) are the
external cut-off frequency and the
unity current gain frequency where
is the capacitance of p-i-n diode, is the input capacitance
and is the transconductance of the input HBT.

The noise voltage produced at the output port of the tran-
simpedence amplifier as a result of the input equivalent noise
sources can be represented as the product of the input spectral
noise density and the magnitude of the transfer function
squared, integrated over the entire amplifier passband [11],
[12]

(4)

Using (3) and (4), the overall noise current generated in the
receiver front-end can be obtained by dividing the output
noise voltage, (4), by the squared magnitude of the frequency-
independent portion of the transfer function namely,

(5)

where .
Alternatively, if one follows the procedure in [7], where it is

assumed that rectangular input pulses always produce raised-
cosine output pulses, or there is a suitable equalizer in order to
render the output of the receiver to become the desired raised-
cosine function, one obtains the following expression for the
total input noise current

(6)

where and are known as Personick’s constants and have
the values of 0.56 and 0.083, respectively, for rectangular input
pulses and raised-cosine output pulses under NRZ encoding,
and is the bit-rate. Considering that in (6) represents the
effective noise bandwidth of the receiver,should be treated
as the cut-off bit-rate or data rate of the receiver [6] which
in turn is determined by its 3-dB bandwidth. By comparing
(5) and (6) and assuming that the noise bandwidths and

are identical, it is possible to obtain effective
values of and as given below

(7)

(8)

For a given receiver, it would be of interest to determine
and values knowing the transimpedance function

and performing the integrations involved. In the evaluation
of these parameters and also for the sensitivity calculation
described later, we have used exact transfer function instead
of using Personick’s raised cosine assumptions. This approach
pointed out by Morikuniet al. [12] allows more realistic
estimation of the noise performance of a given receiver system.
An analytical method has been adopted in [12], while we
use SPICE simulation to obtain numerical results for our
p-i-n/HBT receiver front-end involving different values.

Our simulation results are shown in Fig. 4(a) and (b) illus-
trating the integral factors and values, respectively,
versus the 3-dB bandwidth of the receivers. We can see that
once the circuit parameters are fixed, i.e., the 3-dB bandwidth
is fixed, the integral factor assumes a fixed value. However,
for the Personick’s integrals both the integrated values
and vary with the operating data rate unless the same
is replaced by the cut-off bit-rate of the receiver yet to be
determined. In the figures, we can see that if the effective
integral factors are larger than the Personick’s integral factors,
the conventional noise analysis yields more optimistic results,
and vice versa.

IV. NOISE ANALYSIS WITH ISI CONSIDERATION

As previously mentioned, since we have omitted an ap-
propriate equalizing network at the receiver’s output, the ISI
will not be negligible at the output. The ISI is an important
signal degradation source in digital signal transmission which
comes from the band-limited transmission channel including
the receiver. When the channel bandwidth is close to the
signal bandwidth, the rise and fall times of the signal will
exceed the duration and cause the signal pulses to overlap.
Like any other source of interference, ISI causes degradation
of the performance of the detection system. It is a particularly
insidious form of degradation because increasing the signal
power will not improve the error performance [5].

For the case of low data rate transmission systems, various
forms of compensation can be applied to reduce ISI such as
adaptive equalization algorithms. More recently, Hollenhorst
[14] discussed the use of a linear filter to achieve ISI-free
operation and optimum sensitivity in digital optical receivers
operating at low bit rates. However, in optical data transmis-
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(a)

(b)

Fig. 4. Comparison between the integration factors. The conventional
Personick’s integralsI2 and I3 are 0.56 and 0.083, respectively, for
rectangular input pulses. We define effective integral factors as (a)

I2e� =

jZ (f)j df

B
and (b) I3e� =

f jZ (f)j df

B
. The solid

bold lines in (a) and (b) show the bandwidth independent Personick’s
integral valuesI2 and I3, respectively. In the figures, we see that if the
effective integral factors are larger than the Personick’s integral factors, the
conventional noise analysis yields overly optimistic results.

sion systems operating at high data rates, no useful methods
are available that guarantee ISI-free operation. Consequently,
we must take ISI into consideration from the beginning of the
design process and minimize effect of ISI by changing the
circuit design parameters.

In this paper, we make the following assumptions to take
ISI into consideration.

1) Assume the input pulse shape arrives at the pho-
toreceiver without any distortion or delay. For example,
we can take the ideal rectangular pulse, gaussian pulse
for light signal from fiber, or exponential pulse for
dispersive medium. In our simulation we take NRZ
signal at 10–20 Gb/s. Given the operating data rate, we
take one period input pulse and examine the amount of
spreading of the same at the output over into the other
symbol durations.

2) Calculate the convolution us-
ing transient analysis tools where is the impulse
response of the receiver circuit.

3) Assume that we can detect the pulse with well-designed
timing circuits, and define the peak output signal voltage
as

(9)

Fig. 5. Transient responses for an input of 6.3�A (�22 dBm) magnitude
at 10 Gbps NRZ data rate: (a) is when the 3-dB bandwidth of the circuit is
much smaller than required (f3 dB=B � K). The transient response tends to
attenuate the pulse height causing the SNR fall to monotonically; (b) is when
an optimum bandwidth is used making the pulse shape sinc-function-like for
an ISI-free operation(f3 dB=B ' K); (c) is when the 3-dB bandwidth
is excessively large for the operating bit rate(f3 dB=B � K). The
accompanying higher frequency transients in the output pulse cause the ISI
to increase.

Then the ISI contributions from one isolated pulse to
other symbol durations are given as

(10)

The above quantity is not predictable because we do not
assume the knowledge of the bits preceding the present
one. Then the total ISI contribution to the present bit
can be written as

(11)

where ’s are the data (i.e., 1 or 0) contained in each
bit.
The randomness of and therefore, of , leads to the
evaluation of the variance of as noise power. For a
bipolar coded signal, this can be written as

(12)

This variance can be converted into input equivalent
current noise using

(13)

where is the dc transimpedance. Thus, we define
SNR of ISI using currents as

(14)

Fig. 5 shows typical transient response curves of the
OEIC receiver for a specific input pulse with three
different 3-dB bandwidth at a given data rate.

4) Consider the overall probability density function (p.d.f.)
including the effects of both the circuit noise and ISI.
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The p.d.f.’s for the circuit noise and ISI are given as

(15)

and

(16)

respectively. The overall p.d.f. is given as the convolu-
tion of the two

(17)

The result is represented by a sum of displaced gaussian
distributions, with the amount of displacement depend-
ing on the magnitude of ISI. We approximate this
function as another gaussian with a single variance given
as

(18)

or in terms of current

(19)

This is a worst case approximation and yields slightly
pessimistic sensitivity results. Fig. 6 shows the p.d.f.
of the noise when only the gaussian circuit noise is
considered [Fig. 6(a)], when ISI is also included for an
SNR of 360 [Fig. 6(b)], and finally, when the gaussian
approximation is applied in (b) [Fig. 6(c)]. One can see
the profiles in (b) and (c) are wider than in (a), but
are very similar to each other. Close examination of the
tails, however, reveals slight difference between the two.
This profile in (c) is slightly wider and the corresponding
sensitivity value is slightly worse. We will describe this
in some more detail later.

5) For the calculation of the overall sensitivity, we modify
the conventional equation

(20)

to include the effect of ISI. The fact that is the
input optical power and that is the current signal
generated, or , with the gaussian approximation noted
as (19) makes (20) into

(21)

Fig. 6. The overall p.d.f. of the noise: (a) is when only the Gaussian circuit
noise is considered; (b) is when ISI is also included for an SNR of 360; and
(c) is when the Gaussian approximation is applied in (b).

Then, rearranging (21) gives

(22)

where and represents only the
device and circuit noise of the total receiver noise.
As described above, the gaussian approximation gives
slightly pessimistic sensitivity results bringing in more
sensitivity degradation than the actual degradation from
ISI. We have calculated this error using (17)–(22) at 10
Gbps for a BER of 10 and a signal power of 22
dBm. For ’s of 1500 and 360, the errors are
only 0.03 and 0.22 dB, respectively. The small errors
together with the similar profiles of the p.d.f. shown in
Fig. 6 enable us to use the gaussian approximation in the
further evaluation of data points described below. With
the use of (22), the analysis can proceed with much
simpler computation.
For the bit-error-rate of 10 or , and optical
wavelength of 1.55 m, (22) can be recast as follows:

(Watts) (23)

When , the degradation or change in
sensitivity due to ISI compared to that without ISI, can
be approximated as

(dB) (24)

Thus, for and , (24) yields
dB, whereas (23) yields 1 dB.

The results of transient analysis based on assumptions made
in (9)–(14) yield numerical data on noise arising from the
receiver front-end due to ISI. Fig. 7 shows SNR due to ISI
alone. At the first glance we see that for a given data rate
there is an optimum 3-dB bandwidth - at which
a maximum is obtained. For a given bit-rate, as
the 3-dB bandwidth increases above - the transient
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Fig. 7. The bandwidth dependent signal-to-ISI-noise ratio. At a given data
rate there exists an optimum bandwidth for an almost ISI-free operation. At
lower bandwidth, the attenuation of pulse height causes the fall of SNR. At
higher bandwidth, the transmittal of higher harmonics increases ISI causing
SNR to decrease.

Fig. 8. The bandwidth dependent overall sensitivity: The sensitivity(� �P )
versusf3 dB for variousSNRjISI values obtained from (14) together with
data in Fig. 7. The lower solid curve represents the sensitivity in absence of
ISI.

response tends to transmit all higher harmonics and this
increases ISI causing SNR to decrease rapidly. If the 3-dB
bandwidth decreases below - the transient response
tends to attenuate the pulse height causing the SNR to fall
monotonically as can be seen in Fig. 7. It is important to
note the peak values of the at - are so
large that the sensitivity is practically unaffected by ISI for
this optimum 3-dB bandwidth. If the transient response was
a perfect sinc function, and when , under this
condition according to Nyquist, transmission with zero ISI
would be possible for the smallest value ofor the highest
value of B [5], [13]. Since deviation from ideal sinc function
will occur in a practical receiver under pulse excitation, the
ratio - will differ from its ideal value of 0.5 as can
be seen below.

V. THE BIT-RATE-TO-BANDWIDTH RATIO

Once the contributions from all device and circuit noise
sources have been determined, the graphical plots of the
sensitivity versus can be obtained from (14) using

Fig. 9. Minimum required 3-dB bandwidth and maximum allowable 3-dB
bandwidth for various signal-to-ISI-noise ratio. For each pair of lines corre-
sponding to a signal-to-ISI-noise ratio, the upper and lower traces show the
maximum allowable and minimum required 3-dB frequencies, respectively.

Fig. 10. K versus data rate. We define theK-factor asf3 dB-opt � K �B
(0 < K < 1) wheref3 dB-opt is the optimum 3-dB bandwidth obtained as
in Fig. 8, andB is the operating data rate. We see thatK exhibits the values
from 0.65 to 0.45 whenf3 dB-opt varies from 6.5 to 8.1 GHz or alteratively
when the operating data rate B varies from 10 Gbps to 20 Gbps. (Ideally
K = 0:5).

the data given in Fig. 7 for at a given bit-rate.
Results obtained by this procedure are presented in Fig. 8.
The lower solid curve represents the sensitivity in absence
of ISI. It can also be seen that, for all cases shown, as
the bandwidth is varied, the minimum of a sensitivity curve
for a given bit-rate almost coincides with the lower solid
curve. This results from the high peak values of as
depicted in Fig. 7. The sensitivity versus curves also
indicate that if a certain degree of ISI can be considered
acceptable, then receivers with two values of will
satisfy this requirement. Thus, by taking values of
200, 100, and 50 from Fig. 7, the corresponding sensitivity
values can be reduced by 0.43 dB, 0.97 dB, and 2.76 dB,
respectively, relative to the sensitivity values when ISI is
negligible. By this approach the respective higher and lower
bounds of can be readily obtained from Fig. 7 and 8.
Thus, for a given bit rate we can have one receiver with the
minimum required and another with a maximum
allowable 3-dB bandwidths. Curves showing the
dependence of these receivers 3-dB bandwidths on the bit rate
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are depicted in Fig. 9. The curve in Fig. 10 clearly indicates
that the -factor representing the ratio of the optimum value
of 3-dB bandwidth to the bit rate as defined in (2) can vary
from 0.65 to 0.45 as the - changes from 6.5 to 8.1
GHz or the operating data rate varies from 10 Gbps to 20
Gbps. While these data provide the OEIC receiver designers
a clear guidance as to the optimum for a given data
rate or vice versa, the data presented in Fig. 9 indicate the
lower and upper bounds of for predetermined extent of
degradation or reduction of the sensitivity.

VI. CONCLUSION

In this paper, we have utilized SPICE simulation approach
to analyze an optimized p-i-n/HBT OEIC transimpedance
receiver with adjustable bandwidth. For precise determination
of effective noise bandwidth and receiver sensitivity, based on
all physical device and circuit noise sources, we have used
the frequency domain responses of the receiver with adjusted
bandwidths involving numerical integrations. This approach
provides the most accurate results for practical OEIC receivers
where no equalizers are used at the output, and hence the use
of standard Personick’s integration constant is unrealistic.

We have also analyzed the effects of ISI by examining
rectangular pulse response of the optimized and adjustable
bandwidth receiver with varying bit-rate by SPICE transient
analysis. This approach has enabled us to determine the
optimum bandwidth - for a given bit-rate for the
highest possible sensitivity, i.e., when the impact of ISI
is negligible. By lowering the sensitivity specification by a
predetermined amount, i.e., by accepting some degree of ISI,
we have also determined the lower and upper bounds of
suitable for the transmission of a given data-rate.
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